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ABSTRACT

Hidden Markov models (HMMs) are widely employed in the field of industrial applications such as machine maintenance. However, how to improve the effectiveness and efficiency of HMM-based approach is still an open question. The traditional HMMs learning method (e.g. the Baum-Welch algorithm) starts from an initial model with pre-defined topology and randomly-chosen parameters, and iteratively updates the model parameters until convergence. Thus, there is the risk of falling into local optima and low convergence speed because of wrongly defined number of hidden states and randomness of initial parameters. In this paper, we proposed a Segmentation and Clustering (SnC) based initialization method for the Baum-Welch algorithm to approximately estimate the number of hidden states and the model parameters for HMMs. The SnC approach was validated on both synthetic and real industrial data.

Index Terms— Hidden Markov Models, Baum-Welch, Machine maintenance.

1. INTRODUCTION

The theory of Hidden Markov Models (HMMs) [1] and its extension hidden semi-Markov models (HSMMs) [2, 3] have been known to mathematicians and engineers as a statistical model with great success and widely used in a vast range of application fields such as audio-visual speech processing [4], acoustics [5], handwriting and text recognition [6], bio-sciences [7] and image processing [8]. But it is only in the past decade that it has been applied explicitly to industrial problems such as machine maintenance [9]. An efficient maintenance approach is called Condition-Based Maintenance (CBM) which recommends maintenance actions based on the information gained by condition monitoring [10]. The CBM contains two important aspects: diagnostics and prognostics. Diagnostics deals with failure detection when it occurs while prognostics deals with failure prediction before it happens. So far, the major reason why H(S)MMs applied on CBM have not been developed well, are still the unsatisfied effectiveness and efficiency of H(S)MMs learning, mainly due to the lack of a method for optimizing the initial parameters of H(S)MMs to match observed signal patterns.

Despite the drawbacks of poor initialization, classical iterative approaches such as the conventional Baum-Welch (BW) algorithm [11, 12] are still widely used to estimate H(S)MM parameters, for lack of alternatives. In order to decide an optimal state number, a lot of attempts have been made, such as using specific criteria (e.g. the Akaike information criterion (AIC) [13], the Bayesian Information Criterion (BIC) [14] etc.) and structure evolving method (e.g. The state splitting/merging approach [15], the genetic approach [16]). However, the aforementioned approaches usually bring the local optima risk and highly-computational load.

In this study, we follow the idea of state-of-art heuristics learning, however different from the conventional Baum-Welch algorithm starting with a randomly initialized H(S)MM model, we propose a Segmentation and Clustering (SnC) based identification approach to decide the number of states and the initial model parameters approximately. The approximate estimation is served as an effective starting point of the Baum-Welch algorithm which afterwards iteratively updates the initial parameters. We validated the proposed method on both synthetic and real industrial data. As it turns out, both the number of iterations needed and the chance of falling into a local optimum are reduced, representing the improved efficiency and effectiveness, respectively.

2. METHODOLOGY OF MODEL IDENTIFICATION

As states reflect the behavior of a system, the persistence of states implies that the system exhibits the same behavior over a certain period which could be translated into the language of H(S)MMs that the recurrent state probability is high (above a certain threshold). Such time period in which the state of the system resides without change is called a regime. The proposed SnC algorithm identifies the regimes of a state using segmentation and clustering techniques. This paper focuses on industrial machinery systems which tend to stay in a stable and persistent state for a certain period before jumping to another state if no fault or failure occurs.

The proposed SnC approach contains four steps, as de-
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sequences with equal length; 3) the median values of each persistent Data sequences emitted by tation 2.1. Step 1: Identification of persistent states by segmenten-
tation distribution. The transition moment from one state to another can be identified by detecting a change-
point in signal behavior. In this paper, we propose a sliding window-based Bayesian segmentation for splitting discrete signals which employs the test of [17]. The test calculates the Bayesian probability that two sequences have been generated by the same or by a different multinomial model. The first sequence always starts from the last change point and ends at the current time point; the second sequence is a fixed-length sliding-window starting from the next time point. If the test indicates that the two sequences are generated from a different model with a confidence level, the current time point is marked as a change point. The procedure repeats until the end of the signal. Similar to the Bayesian segmentation, we employ a sliding window-based filter segmentation method for continuous signals, instead of using the Bayesian probability, the mean value difference of the two neighboring sequences is used as a change-points detector.

2.2. Step 2: Combination of states by clustering

Regimes corresponding to the same state will recur over time. Assuming there is a finite number of states, segments with the same state are detected and clustered together. In this study, the classical k-means clustering approach [18, 19] is used to combine and label each segment, described as below: 1) feature points are computed by averaging the data in each segment; 2) the obtained feature points are divided into k sub-sequences with equal length; 3) the median values of each subsequence are used as initial starting centroids for k-means clustering. Notably, 2) and 3) are the preliminary steps designed to avoid the problem of randomness in initializations of k-means clustering.

2.3. Step 3: Estimation of state numbers by cluster validity

In order to select the optimal number of clusters, a robust index, called Davies-Bouldin index (DBI) [20], is applied in this paper.

Suppose dataset \( X \) is partitioned into \( K \) disjoint non-empty clusters \( C_i \) and let \( \{C_1, C_2, \ldots, C_K\} \) denote the obtained partitions, such that \( C_i \cap C_j = \emptyset \) (empty set), \( i \neq j, C_i \neq \emptyset \) and \( X = \bigcup_{i=1}^{K} C_i \). The Davies-Bouldin index [20] is defined as:

\[
DBI = \frac{1}{K} \sum_{i=1}^{K} \max_{i \neq j} \left\{ \frac{diam(C_i) + diam(C_j)}{dist(C_i,C_j)} \right\}
\]

where \( diam(C_i) = \max_{x_m, x_n \in C_i} \{d(x_m, x_n)\} \) and \( dist(C_i,C_j) = \min_{x_m \in C_i, x_n \in C_j, i \neq j} \{d(x_m, x_n)\} \) denote the intra-cluster diameter and the inter-cluster distance, respectively. Apparently, the partition with the minimum Davies-Bouldin index is considered as the optimal choice.

2.4. Step 4: Estimation of initial parameters

The underlying assumption of our method is that segmentation of the observed signal allows us to identify quite accurately the regimes of the reference model. If the regimes belonging to the same state are grouped correctly, these regimes offer us good insight into the behavior of the states, i.e. the observation and transition probabilities as well as the duration distribution. The probabilities are estimated based on the observed frequencies.

Parameters of an HMM (i.e., probability matrices) can be calculated by simple counting the occurrence of the observed signal and the hidden states (i.e., labels retrieved from clustering), which are computed as below [1, 11, 12]:

\[
\bar{\pi}_i = \text{frequency in state } s_i \text{ at time } t = 1
\]
\[
\bar{a}_{ij} = \frac{\# \text{ of trans. from } s_i \text{ to } s_j}{\# \text{ of trans. from } s_i}
\]
\[
\bar{b}_j(k) = \frac{\# \text{ of times in } s_j \text{ observing } v_k}{\# \text{ of times in } s_j}
\]

where \( E \) is the expectation function and \( trans. \) is the abbreviation for transition. Note that Baum-Welch uses the same equations in (re)-estimating model parameters. Similarly, the parameters of an HSMM can be computed as below:

\[
\bar{\pi}_{i,d} = \text{frequency in state } s_i \text{ at time } t = 1, \text{ with dur. } d
\]

...
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We evaluate the proposed method in three aspects: learning accuracy, learning speed and prediction accuracy. The learning accuracy is indicated by the test-set likelihoods (LL) measure and the Local Optima Count (LOC) measure. The LL of the data given the model measures how well the model fits the data, i.e. \( \log P(\text{data}|\text{model}) \). The LOC computes the number of models which are stuck in local optima. If the percentage of the LL difference with the reference HMM model is small (e.g. below a threshold of 5%), the model is considered as correctly learned, otherwise it is assumed to be a local optimum.

The learning speed is represented by the learning time in seconds and the Iterations to Converge Count (ICC). The ICC computes the number of iterations to converge. A shorter learning time and smaller ICC indicate a better running-time efficiency.

The prediction accuracy is evaluated by the Remaining Useful Life (RUL) prediction. The RUL represents the expected useful lifetime left on an asset before a breakdown occurs, which is calculated using state duration parameters. A confidence interval (CI) is given using the standard deviation of the state duration. Three values of RUL according to CI is defined as [23]:

\[
RUL_{\text{mean}} = \sum_{i=s_t}^{N} \mu(D(s_i)) \tag{9}
\]

\[
RUL_{\text{upper}} = \sum_{i=s_t}^{N} [\mu(D(s_i)) + c \times \sigma(D(s_i))] \tag{10}
\]

where \( s_t \) denotes the current state, \( \forall i \in \text{state in the active path} \), \( c \) is the confidence coefficient, the CI is \( P(RUL_{\text{lower}} \leq RUL \leq RUL_{\text{upper}}) \). The accuracy of the RUL prediction is indicated by the root mean squared error (RMSE) criterion. This RMSE measure is useful to assess the prediction accuracy because of its sensibility to large errors.

### 3.1. Synthetic dataset

We created 25 (5 × 5) random HMMs with a combination of 5 states and 5 observations both with range (2, 6). Each HMM is configured as persistent-state HMM and is used as a reference model to generate a synthetic dataset with 50 observation sequences of 500 time steps. The first 40 observation sequences are selected as training set and the remaining 10 are used as test set. In order to compare the identifiability performance, the conventional Baum-Welch algorithm and the proposed SnC method are used to learn each reference model. The number of states are selected from a state pool (2, 2 * 5) for both approaches, where 5 is the real state number. The Baum-Welch algorithm applies an AIC criterion for the number of state selection, while the SnC uses the DBI criterion. In the segmentation step of the SnC, the window size and the confidence level are set to 10 and 0.9, respectively. The threshold of the log-likelihood difference is set to 5% in this paper.

### Table 1. Learning performance results obtained from the conventional Baum-Welch algorithm and the proposed SnC approach on synthetic data

<table>
<thead>
<tr>
<th>Criteria</th>
<th>BW+AIC</th>
<th>SnC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>LL diff (%)</td>
<td>2.06</td>
</tr>
<tr>
<td>Accuracy</td>
<td>LOC (%)</td>
<td>12</td>
</tr>
<tr>
<td>Speed</td>
<td>Learning time (s)</td>
<td>439.45</td>
</tr>
<tr>
<td>ICC (#)</td>
<td>ICC (#)</td>
<td>10.50</td>
</tr>
</tbody>
</table>

As shown in Table 1, experimental results demonstrated that the SnC method outperforms the conventional Baum-Welch algorithm. The SnC is more effective in learning, obtaining less LL difference and fewer number of local optima. Besides, it is more efficient, achieving a faster learning speed using less learning time and lower ICC. To visually see the improved performance of the proposed SnC method, a comparison of the encoding performance of the Viterbi path is shown in Figure. 2. Apparently, carefully initialized HMMs are closer to the reference models and fit the data better.
3.2. Real dataset

The real data used in this experiment is collected from a Vertical Form Fill and Seal (VFFS) packing machine which produces bags of different food in food industry. As shown in Figure 3, the VFFS machine supplies a plastic film roll which forms bags for packaging from a conical tube. A vertical heat-sealing jaws bond the film and close the bag by melting the seam together. After the bag is sealed, the film is cut by a knife to form a produced bag [24]. One of the major challenges in this field is that the sealing quality degrades during the cutting process because of dirt accumulation and product leakage on the sealing jaws. Therefore, accelerometers are mounted on the jaws to detect the dirt accumulation. Maintenance activities are conducted by stopping the machine and cleaning the jaws [24]. In this study, we compared the proposed SnC method and the conventional Baum-Welch algorithm on the RUL prediction with HSMMs using the RMSE criterion. For the selection of number of hidden states, a state pool of (2, 6) are predefined. There are 11 runs with maintenance activities at the end of each run, where from runs from 3 to 11 are used as training sets and runs 1 and run 2 are used as test sets. The results of the test-set RUL predictions with both approaches are shown in Fig. 4 and the RMSE results are shown in Table 2.

The results obtained with the SnC approach are better performing with smaller RMSE estimation errors and less learning time compared to the conventional Baum-Welch algorithm. Moreover, the SnC selects a simpler model according to the number of states selected. The enhanced performance are gained via the good initialization estimated by the proposed SnC approach, which are obviously shown at the beginning of each run.

4. CONCLUSIONS

When applying H(S)MM models to industrial applications, the random initialization for learning results in low efficiency and accuracy. This paper develops a segmentation and clustering based method, which properly initializes the number of hidden states and the model parameters for H(S)MMs. Our proposed method is validated by experiments with simulated and real data respectively, both obtaining satisfying results.
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