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‘ from the EDITOR

New Focus, New Challenge

apid advancement of our

information society necessi-

tates prompt update and

expansion of the technical

scope and focus of interest of
our IEEE Signal Processing Society
(SPS). Compared with just some years
ago, the current focus of signal process-
ing as an enabling technology has been
significantly broadened. Now it encom-
passes theories, architectures, algorithms,
implementations, and applications for the
transformation of information contained
in many different physical, symbolic, or
abstract formats that we broadly desig-
nate as “signals.” Methodology wise, sig-
nal processing uses mathematical,

Digital Object Identifier 10.1109/MSP.2009.935593
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statistical, computational, heuristic, and/
or linguistic representations, formalisms,
and techniques for sensing, acquisition,
extraction, representation, modeling,
analysis, synthesis, compression, detec-
tion, recovery, decomposition, enhance-
ment, rendering, display, learning,
recognition, understanding, securing,
authenticating, and communicating of
information and signals. Such diverse
“processing” tasks are accomplished by
either digital or analog devices or algo-
rithms, and in the form of either software,
hardware, or firmware.

New elements in the updated focus of
interest above are reflected particularly
by the expanded members of the “sig-
nal,” as pursued currently by a wide
range of work of the SPS’s 11 technical
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deng@microsoft.com

areas. The updated “signal” members
cover any abstract, symbolic, or physical
manifestation of information with exam-
ples that include: audio, music, speech,
text, image, graphics, video, multimedia,
sensor, communication, geophysical,
sonar, radar, biological, chemical, mo-
lecular, genomic, medical, data, or
sequences of symbols, attributes, or nu-
merical quantities.

The expanded technical scope of our
Society presents new challenges for
IEEE Signal Processing Magazine, espe-
cially with respect to its role of educat-
ing our readers in new trends and in
cross-pollinating technical areas. Signal
processing is a vibrant and inherently

(continued on page 148)
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‘ president’s MESSAGE

SPS: Forging Ahead with New Innovations

for Its Members

had the good fortune to join some

1,200 attendees from around the

world by participating in the record-

setting 2009 IEEE International

Conference on Image Processing in
Cairo, Egypt. I congratulate General
Chair Prof. Magdy Bayoumi and his
conference organizing committee for a
terrific program and a superb venue. The
outstanding technical program was
complemented by Egyptian hospitality
fit for the pharaohs and the opportunity
for attendees to experience transcen-
dent historical and cultural treasures.
As the first major event for the Society
on the African continent, the con-
ference underscored the IEEE Signal
Processing Society’s (SPS’s) renewed
emphasis on regional member develop-
ment and engagement, reflected most
visibly by the planned addition of four
elected regional directors to its Board of
Governors (BoG).

The Cairo meeting also provided the
opportunity for the BoG to review and
approve a number of recommendations
by the Society’s boards and ad hoc vol-
unteer and staff committees. The
Society’s governance is codified in its
Constitution, and the organization oper-
ates under its Bylaws, which are aided by
a set of policies and procedures. In the
January 2010 issue of IEEE Signal
Processing Magazine, Past President
José Moura reported on the work of an
ad hoc committee of volunteers and staff
chaired by President-Elect Ray Liu that
had carried out a significant update of
the bylaws and policies and procedures.
As José had anticipated, the BoG ap-
proved these recommendations, which
establish clear collaboration and report-

Digital Object Identifier 10.1109/MSP.2009.935594

ing structures for volunteer leaders and
staff. The approved documents expand
and make more open and transparent
the nominations for Society elections.
They also increase the portfolio of the
vice president of awards and membership
to include the awards board with its
Fellow Reference Committee, and the
membership board, which now includes
the Industrial Relations Committee, the
new Membership Services Committee,
and the Chapters Standing Committee.

THE WORK OF THE
SOCIETY’S VOLUNTEERS,
STAFF, AND ITS OPERATIONS,
PROGRAMS, PRODUCTS,
AND SERVICES RECEIVED
OUTSTANDING MARKS BY
THE REVIEW COMMITTEE
AT TAB'S NOVEMBER 2009
MEETING.

The governance of the membership ser-
vices committee, in turn, includes the
aforementioned four regionally elected
directors. The updated Bylaws are more
concise, clear, and consistent, and the
new policies and procedures provide the
detail necessary to manage the enter-
prise, and at the same time, are amena-
ble to updating as necessary for a
dynamic field such as signal processing.
The BoG also had the opportunity to
honor the Society’s 1994-1995
president, Prof. Tariq Durrani, OBE, on
the occasion of his retirement from the
faculty and long-time academic leader-
ship at Strathclyde University in
Glasgow, Scotland. The BoG adopted a
resolution recognizing Prof. Durrani’s
significant contributions to the field
and the Society (and, indeed, the IEEE).

Mostafa (Mos) Kaveh
2010-2011 SPS President

mos@umn.edu

Another endorsement of honors by the
BoG was the election of the Dis-
tinguished Lecturers for 2010-2011 (see
the “Society News” column on page 6).
Congratulations to our colleagues
Sheila Hemami, Shrikanth Narayanan,
Antonio Ortega, Venu Veeravalli, and
Abdelhak Zoubir.

Last summer, the SPS underwent its
mandated five-year review by the IEEE
Technical Activities Board (TAB). The
work of the Society’s volunteers, staff,
and its operations, programs, products,
and services received outstanding marks
by the review committee at TAB’s
November 2009 meeting. It is easy to be
complacent in the face of such accom-
plishments and accolades. But the SPS
continues to forge ahead with new inno-
vations and services for its members
and the broader community. As Society
members, you are now receiving elec-
tronic access to SPS publications as part
of your membership dues, and digital
delivery of SPS publications has been
approved for 2010. The inaugural IEEE
Thematic Meetings on Signal Processing
(THEMES) will take place the week of
15 March 2010 in conjunction with the
IEEE International Conference on
Acoustics, Speech, and Signal
Processing in Dallas, Texas. The Society
is also pursuing active involvement in
IEEE’s Smart Grid Initiative. We are
interested in learning of activities in our
field that have been applied to this
energy-related topic. I look forward to
seeing many of you in Dallas and/or
hearing your suggestions by e-mail.

sP
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ESC Silicon Valley 2010 features:
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Intel Multicore Atom and the Freescale Tower development system
Multicore Expo and Conference co-located with ESC Silicon Valley
ARM Partner Pavilion

Display and Connected Devices Emerging Technology Zones

Keynotes from Dr. Michio Kaku, theoretical physicist and bestselling
author and Richard Templeton, CEO & President, Texas Instruments

Start your own personal development at ESC 2010. You can't afford to miss it.

Silicon Valley

McEnery Convention Center, San Jose, April 26 - 29, 2010
Conference: April 26 - 29, 2010

Expo: April 27 - 29, 2010

Register Today.
www. embedded.com/sv

Learn today. Design tomorrow.
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society NEWS

Distinguished Lecturers, Fellows, Awards,
and Calls for Nominations

n this column, profiles are given for

the IEEE Signal Processing Society’s

(SPS’s) 2010 class of Distinguished

Lecturers, the 2010 SPS Fellows are

introduced, award recipients are
announced, and nominations are sought
for directors-at-large and Board of
Governors members-at-large.

2010 CLASS OF

DISTINGUISHED LECTURERS

The SPS’s Distinguished Lecturer Program
provides the means for Chapters to have
access to well-known educators and
authors in the fields of signal processing to
lecture at Chapter meetings. Chapters
interested in arranging lectures by the
Distinguished Lecturers can obtain infor-
mation from the Society’s Web page (http://
www.signalprocessingsociety.org/lecturers/
distinguished-lecturers/) or by sending an

e-mail to sp.info@ieee.org.

Candidates for the Distinguished
Lecturer Program are solicited from the
Society Technical Committees, Editorial
Boards, and Chapters by the Awards Board.
The Awards Board vets the nominations,
and the Board of Governors approves the
final selection. Distinguished Lecturers are
appointed for a term of two calendar years.

2010 DISTINGUISHED LECTURERS

SHEILA S. HEMAMI

Sheila S. Hemami received the B.S.E.E.
degree from the University of Michigan in
1990 and the M.S.E.E. and Ph.D. degrees
from Stanford University in 1992 and 1994,
respectively. Her Ph.D. thesis was
“Reconstruction of Compressed Images and
Video for Lossy Packet Networks,” and she
was one of the first researchers to work on
what we now call error concealment. In

Digital Object Identifier 10.1109/MSP.2009.935586

1994, she was with Hewlett-Packard
Laboratories, Palo Alto, California. She joined
the School of Electrical Engineering at
Cornell University in 1995, where she is a
professor and directs the Visual Comm-
unications Laboratory.

Dr. Hemami’s research interests broadly
concern communication of visual informa-
tion, both from a signal processing per-
spective (signal representation, source
coding, and related issues) and from a psy-
chophysical perspective.

Dr. Hemami is an IEEE Fellow and has
held various visiting positions, most
recently at the University of Nantes,
France, and Ecole Polytechnique Federale
de Lausanne, Switzerland. She has received
numerous college and national teaching
awards, including Eta Kappa Nu’s C.
Holmes MacDonald Award. She is editor-
in-chief of IEEE Transactions on
Multimedia (2008-2010); member-at-large
of the SPS Board of Governors (2009—
2011), and an SPS Distinguished Lecturer
(2010-2011). She chaired the IEEE Image
and Multidimensional Signal Processing
Technical Committee (2006-2007) and
was associate editor for IEEE Transactions
on Signal Processing (2000-2006).

Dr. Hemami’s lecture topics include
the following:

“From Single Media to Multimedia—

Perception, Coding, and Quality”

“A Signal-Processing Approach to

Modeling Vision and Applications”

“Task-Based Imaging—Image

Usefulness and Its Relationship to

Image Quality.”

SHRIKANTH NARAYANAN

Shrikanth Narayanan received his M.S.,
Engineer, and Ph.D. degrees in electrical
engineering, from the University of
California, Los Angeles, in 1990, 1992, and
1995, respectively. He is the Andrew J.

Viterbi Professor of Engineering at the
University of Southern California (USC),
where he has been since 2000, and professor
in the Signal and Image Processing Institute
of USC’s Electrical Engineering Department.
He also holds joint appointments as profes-
sor in computer science, linguistics and psy-
chology. From 1995 to 2000, he was with
AT&T, first as a senior member and later as a
principal member of its technical staff.

Dr. Narayanan is editor, Computer, Speech
and Language Journal, and associate editor,
IEEE Transactions on Multimedia (2009)
and the Journal of Acoustical Society of
America. He was also associate editor, IEEE
Transactions of Speech and Audio Processing
(2000-2004) and IEEE Signal Processing
Magazine (2005-2008). He is on the Speech
Communication and Acoustic Standards
Committees of the Acoustical Society of
America and the Advisory Council of the
International Speech Communication
Association. He served on the SPS Speech
Processing Technical Committee (2003-2007)
and the SPS Multimedia Signal Processing
Technical Committee (2005-2008).

He is an IEEE Fellow; fellow, Acoustical
Society of America; and member, Tau Beta
Pi, Phi Kappa Phi, and Eta Kappa Nu. He is
the recipient of an NSF CAREER Award,
USC Engineering Junior Research Award,
USC Electrical Engineering Northrop-
Grumman Research Award, Mellon Award
for Mentoring Excellence, Okawa Research
Award, IBM Faculty Award, and a faculty fel-
lowship from the USC Center for interdisci-
plinary research. He received the 2005 SPS
Best Paper Award. Papers coauthored with
his students have won awards at InterSpeech
2009 Emotion Challenge, IEEE DCOSS
2009, IEEE MMSP 2007, IEEE MMSP 2006,
ICASSP 2005, and ICSLP 2002.

His research interests are in signals and
systems modeling with an interdisciplinary
emphasis on speech, audio, language;
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Discover These New Titles from Wiley and Wiley-IEEE Press

Advanced Signal Integrity
for High-Speed Digital Designs

Stephen H. Hall, Howard L. Heck
9780470192351 © Cloth » 680pp  $120.00 © March 2009
Wiley-IEEE Press

This book is designed to provide
contemporary readers with an
understanding of the emerging
high-speed signal integrity
issues that are creating '

roadblocks in digital design. .

Written by the foremost experts

on the subject, it leverages

concepts and techniques from non-related

fields such as applied physics and microwave
engineering and applies them to high-speed digital
design—creating the optimal combination between
theory and practical applications.

High-Speed
Dhgieal Dlesigny

Bayesian Signal Processing:
Classical, Modern and Particle
Filtering Methods

James V. Candy

9780470180945 o Cloth ® 445pp © $130.00 © April 2009
Wiley-IEEE Press

This text enables readers to fully
exploit the many advantages

of the “Bayesian approach” to
model-based signal processing.
It clearly demonstrates the
features of this powerful
approach compared to the pure
statistical methods found in
other texts. Readers will discover how easily

and effectively the Bayesian approach, coupled with
the hierarchy of physics-based models developed
throughout, can be applied to signal processing
problems that previously seemed unsolvable.

Maxwell’s Equations

Paul G. Huray

9780470542767 © Cloth ® 312pp ® $110.00  November 2009
Wiley-IEEE Press

Maxwell’s Equations is a
practical guide to one of

the most remarkable sets

of equations ever devised.
Professor Paul Huray presents
techniques that show the
reader how to obtain analytic
solutions for Maxwell’s
equations for ideal materials and

boundary conditions. These solutions are then used
as a benchmark for solving real-world problems.

MAXWELL'S
EQUATIONS

Order Information

1(877) 762-2974 North America

+ 44 (0) 1243 843294 in Rest of World
Log on to www.wiley.com

The Foundations of Signal Integrity
Paul G. Huray

9780470343609 © Cloth ® 339pp ® $125.00 ® November 2009
Wiley-IEEE Press

The Foundations of Signal Integrity

is the first of its kind—a reference

that examines the physical

foundation of system integrity

based on electromagnetic theory

derived from Maxwell's Equations.

Drawing upon the cutting-edge

research of Professor Paul

Huray's team of industrial engineers and
graduate students, it develops the physical theory
of wave propagation using methods of solid state
and high-energy physics, mathematics, chemistry,
and electrical engineering before addressing its
application to modern high-speed systems.

Handbook on Array Processing
and Sensor Networks

Simon Haykin, K. J. Ray Liu

9780470371763 © Cloth ® 904pp ® $185.00 ® January 2010
Wiley-IEEE Press

Featuring contributions by |
world-renowned experts in their |
fields, Handbook on Sensor
and Array Processing collects
tutorial articles on recent
advancements and state-of-
the-art results by providing

a comprehensive overview of
sensor and array processing. This first published
book on the subject covers fundamental principles
as well as applications, making it a must have for
researchers, professors, graduate students,

and practitioners.

NI g

|
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Adaptive Signal Processing:
Next Generation Solutions

Tulay Adali, Simon Haykin

9780470195178 © Cloth ® 424pp ® $135.00 ® March 2010
Wiley-IEEE Press

This book presents the latest research results

in adaptive signal processing with an emphasis
on important applications and theoretical
advancements. Each chapter is self-contained,
comprehensive in its coverage, and written by a
leader in his or her field of specialty. A uniform
style is maintained throughout the book and each
chapter concludes with problems for readers to
reinforce their understanding of the material
presented. The book can be used as a reliable
reference for researchers and practitioners or as a
textbook for graduate students.

@WILEY 4*IEEE
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Advanced Digital Signal Processing
and Noise Reduction, 4th Edition

Saeed V. Vaseghi

9780470754061 © Cloth ® 544pp ® $150.00 ® March 2009
Wiley

The fourth edition of Advanced
Digital Signal Processing and
Noise Reduction updates

and extends the chapters

in the previous edition and
includes two new chapters on y

MIMO systems, Correlation —
and Eigen analysis and

independent component analysis. The wide

range of topics covered in this book include Wiener
filters, echo cancellation, channel equalisation,
spectral estimation, detection and removal of
impulsive and transient noise, interpolation of
missing data segments, speech enhancement

and noise/interference in mobile communication
environments. This book provides a coherent

and structured presentation of the theory and
applications of statistical signal processing and
noise reduction methods.

Complex Valued Nonlinear Adaptive
Filters: Noncircularity, Widely Linear
and Neural Models

Danilo Mandic, Vanessa Su Lee Goh
9780470066355 © Cloth ® 344pp  $150.00 © June 2009
Wiley

This book was written in
response to the growing demand
for a text that provides a

unified treatment of linear

and nonlinear complex valued
adaptive filters, and methods
for the processing of general i | e
complex signals (circular

and noncircular). It brings together adaptive
filtering algorithms for feedforward (transversal)
and feedback architectures and the recent
developments in the statistics of complex variable,
under the powerful frameworks of CR (Wirtinger)
calculus and augmented complex statistics. This
offers a number of theoretical performance gains,
which is illustrated on both stochastic gradient
algorithms, such as the augmented complex least
mean square (ACLMS), and those based on Kalman
filters. This work is supported by a number of
simulations using synthetic and real world data,
including the noncircular and intermittent radar
and wind signals.

[T
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multimodal and biomedical problems; and
applications with direct societal relevance.
He has published over 350 papers and has
seven granted and ten pending U.S. patents.
Dr. Narayanan’s lecture topics include
the following:
Human-Centered Speech and Audio
Processing
Expressive Human Communication:
Automatic Recognition and Synthesis
Speech-to-Speech Translation: Advan-
ces, Challenges, and Opportunities
Speech Production: Data, Models
and Technology Applications
Designing Multimodal Interfaces for
Children
Multimodal Behavioral Signal
Processing.

ANTONIO ORTEGA

Antonio Ortega received the telecommuni-
cations engineering degree, Universidad
Politecnica de Madrid, Spain in 1989 and
the Ph.D. in electrical engineering,
Columbia University, New York, in 1994.
In 1994, Dr. Ortega joined the Electrical
Engineering-Systems Department,
University of Southern California (USC),
where he is currently a professor and asso-
ciate chair of Electrical Engineering
Systems. He has served as director, Signal
and Image Processing Institute at USC.

He is an IEEE Fellow and a member of
ACM. He has been chair and member, Image,
Video, and Multidimensional Signal
Processing Technical Committee (2004—
2005) and (2006-present), respectively; and
member, SPS Board of Governors (2002). He
has been Technical Program cochair of ICIP
2008, MMSP 1998, and ICME 2002. He is as-
sociate editor, [EEE Transactions on Image
Processing (2007-2010) and area editor (fea-
ture articles), IEEE Signal Processing
Magazine (2009—present). He was also associ-
ate editor, IEEE Signal Processing Letters
(2001-2002) and EURASIP Journal on
Advances in Signal Processing. He received
the NSF CAREER Award, the IEEE
Communications Society Leonard G.
Abraham Prize Paper Award (1997), the IEEE
Signal Processing Society Magazine Award
(1999), and the EURASIP Journal of Advances
in Signal Processing Best Paper Award (2006).

His research interests are multimedia
compression, communications, and signal

analysis. His recent work is focusing on
distributed compression, multiview coding,
error tolerant compression, wavelet-based
signal analysis, and information represen-
tation in wireless sensor networks.
Dr. Ortega’s lecture topics include
the following:
Practical Applications of Distributed
Source Coding
Multiview Video: Coding Efficiency
and Flexible Decoding
Wavelets on Graphs and Trees:
Constructions and Applications
Seeing the Signals: Applying Signal
Processing Tools to Real World Data
Analysis Problems.

VENUGOPAL V. VEERAVALLI
Venugopal V. Veeravalli received the Ph.D.
degree from the University of Illinois at
Urbana-Champaign (1992), the M.S. degree
from Carnegie-Mellon University,
Pittsburgh, Pennsylvania (1987), and the
B.Tech. degree from the Indian Institute of
Technology, Bombay (1985), all in electrical
engineering. He joined the University of
Illinois at Urbana-Champaign in 2000,
where he is currently professor, Department
of Electrical and Computer Engineering,
and research professor, Coordinated Science
Laboratory. He is also director, Illinois
Center for Wireless Systems (ICWS). He
was program director for Communications
Research, U.S. National Science Foundation
in Arlington, Virginia (2003-2005). He has
held academic positions at Harvard
University, Rice University, and Cornell
University and has been on sabbatical at
MIT, IISc Bangalore, and Qualcomm, Inc.

His research interests include distributed
sensor systems and networks, wireless com-
munications, detection and estimation theo-
ry, and information theory. He is an IEEE
Fellow. He was on the Board of Governors of
the IEEE Information Theory Society (2004—
2007) and associate editor of IEEE
Transactions on Information Theory (2000~
2003) and IEEE Transactions on Wireless
Communications (1999-2000). He is on the
editorial boards of Communications in
Information and Systems and Journal of
Statistical Theory and Practice.

He received the IEEE Browder J.
Thompson Best Paper Award (1996); the
National Science Foundation CAREER

Award (1998); the Presidential Early Career
Award for Scientists and Engineers
(PECASE) (1999); the Michael Tien
Excellence in Teaching Award from the
College of Engineering, Cornell University
(1999); and the Xerox Award for faculty re-
search from the College of Engineering,
University of Illinois (2003).

Dr. Veeravalli’s lecture topics include
the following:

Quickest Change Detection with
Distributed Sensors and Its
Applications

Smart Sleeping Policies for Inference
in Sensor Networks

Distributed Regression and
Estimation in Sensor Networks

Dynamic Spectrum Access with
Learning for Cognitive Radio

Interference Management in
Wireless Networks.

ABDELHAK M. ZOUBIR

Abdelhak M. Zoubir received his Dr.-Ing.
from Ruhr-Universitit Bochum, Germany,
in 1992. He was associate professor,
Queensland University of Technology,
Australia (1992-1998); professor of telecom-
munications, Curtin University of
Technology, Australia (1999); interim head,
School of Electrical and Computer
Engineering (2001-2003); professor and head
of the Signal Processing Group, Technische
Universitat Darmstadt, Germany (2003).

His research interests are statistical
methods for signal processing with empha-
sis on bootstrap techniques, robust detec-
tion and estimation and array processing
applied to telecommunications, radar,
sonar, car engine monitoring, and biomed-
icine. He published over 300 journal and
conference papers on these areas. He coau-
thored Boofstrap Techniques for Signal
Processing (Cambridge University Press,
2004), and he was a guest editor of a special
issue on the bootstrap and its applications
in IEEE Signal Processing Magazine
(2007). He coauthored the paper “Detection
of Sources Using Bootstrap Techniques,”
which received the 2003 IEEE SPS Young
Author Best Paper Award.

He was deputy technical chair (plenary
and special sessions), IEEE International
Conference on Acoustics, Speech, and Signal
Processing (ICASSP 1994); technical chair,
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IEEE Workshop on Statistical Signal
Processing (SSP 2001); general cochair,
IEEE International Symposium on Signal
Processing & Information Technology
(ISSPIT 2003); and general cochair, IEEE
Workshop on Sensor Array and Multichannel
Signal Processing (SAM 2008). He was the
plenary sessions cochair, ICASSP 2008. He
was associate editor, IEEE Transactions on
Signal Processing (1999-2005), and he is on
the editorial boards of Signal Processing and
the Journal on Advances in Signal
Processing. He has been an editorial board
member, IEEE Journal on Selected Topics
in Signal Processing (2009); membey, Signal
Processing Theory and Methods Technical
Committee (2002); vice-chair (2008-2009);
and chair (2010-2011); member, Sensor
Array and Multichannel Signal Processing
Technical Committee (2007—present); mem-
ber, Signal Processing Education Technical
Committee (2006-2008); and an elected
member, AdCom for the European
Association for Signal and Image Processing.
Dr. Zoubir’s lecture topics include
the following:
Source Separation for Nonstationary
Signals
The Bootstrap Paradigm in Signal
Processing: Estimation, Detection, and
Model Selection
Robust Statistics for Parameter
Estimation and Signal Detection
Signal Processing for Automotive
Monitoring.

38 SPS MEMBERS

ELEVATED TO FELLOW

Each year, the IEEE Board of Directors con-
fers the grade of Fellow on up to one-tenth
percent of the members. To be considered, an
individual must have been a Member, nor-
mally for five years or more, and a Senior
Member at the time for nomination to Fellow.
The grade of Fellow recognizes unusual dis-
tinction in IEEE’s designated fields.

The SPS congratulates these 38 SPS
members who were recognized with the
grade of Fellow as of 1 January 2010.

Martin J. Bastiaans, Eindhoven, The
Netherlands: For contributions to signal
processing for optical signals and systems.

Lorenzo Bruzzone, Trento, Italy: For
contributions to pattern recognition and
image processing for remote sensing.

Ahmet Enis Cetin, Ankara, MN, Turkey:
For contributions to signal recovery and
image analysis algorithms.

Laurent Cohen, Neuilly-Sur-Seine,
France: For contributions to computer
vision technology for medical imaging.

David Daniels, Leatherhead, Surrey,
United Kingdom: For contributions to
ground-penetrating radar.

Michel Defrise, Brussels, Belgium: For
contributions to computer tomography.

Ray Dolby, San Francisco, California:
For leadership in developing and com-
mercializing practical noise reduction
technology.

Hesham M. El-Gamal, Columbus,
Ohio: For contributions to multiple-input
multiple-output and cooperative commu-
nications.

Mdrio Alexandre Teles Figueiredo,
Lisboa, Portugal: For contributions to pat-
tern recognition and computer vision.

Daniel R. Fuhrmann, Houghton,
Michigan: For contributions to adaptive
radar signal processing.

Marc Hillel Goldburg, Redwood City,
California: For leadership in the develop-
ment and commercialization of spectrally
efficient wireless communications systems.

Matti A. Karjalainen, Espoo, Finland:
For contributions to perceptual audio sig-
nal modeling and processing.

Bart Kosko, Los Angeles, California: For
contributions to neural and fuzzy systems.

B.V.K. Vijaya Kumar, Pittsburgh,
Pennsylvania: For contributions to biomet-
ric recognition methods.

Andrew Francis Laine, New York: For con-
tributions to wavelet applications in digital
mammography and ultrasound image analysis.

Seong-Whan Lee, Seoul, Korea: For
contributions to pattern recognition for
biometrics and document image analysis.

Peyman Milanfar, Santa Cruz,
California: For contributions to inverse
problems and super-resolution in imaging.

Randolph Lyle Moses, Columbus, Ohio:
For contributions to statistical signal pro-
cessing.

Aria Nosratinia, Richardson, Texas: For
contributions to multimedia and wireless
communications.

Robert Nowak, Madison, Wisconsin:
For contributions to statistical signal and
image processing.

Roberto Pieraccini, New York: For con-
tributions to statistical natural language
understanding and spoken dialog manage-
ment and learning.

Douglas A. Reynolds, Lexington,
Massachusetts: For contributions to
Gaussian-mixture-model techniques for
automatic speaker recognition.

Giuseppe Riccardi, Povo-Trento, Italy:
For contributions to algorithms for auto-
matic speech recognition and spoken lan-
guage processing.

Yong Rui, Beijing, China: For contribu-
tions to image and video analysis, indexing,
and retrieval.

Motoyuki Sato, Sendai, Miyagi-ken,
Japan: For contributions to radar remote
sensing technologies in environmental and
humanitarian applications.

Mihaela Schaar, Los Angeles,
California: For contributions to multime-
dia compression and communications.

Robert Schober, Vancouver, BC,
Canada: For contributions to wireless com-
munications.

Dan Schonfeld, Glenview, Illinois: For
contributions to image and video analysis.

Andrew C. Singer, Urbana, Illinois: For
contributions to signal processing tech-
niques for digital communication.

Malcolm Graham Slaney, Palo Alto,
California: For contributions to percep-
tual signal processing and tomographic
imaging.

Frank K. Soong, Beijing, China: For
contributions to speech processing.

Milica Stojanovic, Boston,
Massachusetts: For contributions to under-
water acoustic communications.

Daniel Trudnowski, Butte, Montana:
For contributions to algorithms for char-
acterizing power-system small-signal sta-
bility properties.

Vishu R. Viswanathan, Plano, Texas: For
contributions to speech coding and synthe-
sis and objective speech quality evaluation.

Howard C. Yang, Shanghai, China: For
leadership in mixed-signal integrated cir-
cuit design and manufacturing.

Feng Zhao, Issaquah, Washington: For
contributions to networked embedded
computing and sensor networks.

Wenwu Zhu, Beijing, China: For con-
tributions to video communications over
the internet and wireless.
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Xinhua Zhuang, Columbia, Missouri:
For contributions made to digital image
processing, image coding, and computer
vision.

The following individual was evaluated
by the SPS, but is not an SPS member:

Alevoor Ravishankar Rao, Yorktown
Heights, New York: For contributions to
understanding of image texture and appli-
cations to machine vision solutions.

CALL FOR NOMINATIONS:

REGIONAL DIRECTORS-AT-LARGE
AND BOARD OF GOVERNORS
MEMBERS-AT-LARGE

In accordance with the SPS Bylaws, the
membership will elect, by direct ballot,
three members-at-large to the Board of
Governors for three-year terms commenc-
ing 1 January 2011 and ending 31
December 2013, as well as one regional
director-at-large for the corresponding
regions: Regions 1-6 (U.S.), Regions 7 and
9 (Canada and Latin America), Region 8
(Europe/Middle East/Africa) and Region 10
(Asia/Pacific Rim) for two-year terms com-
mencing 1 January 2011 and ending 31
December 2012.

Regional directors-at-large are elected
locally by members of the corresponding
region. They serve as nonvoting members
of the Board of Governors and voting
members of the Membership Board. They
promote and foster local activities and
encourage new chapter development; rep-
resent their regions to the core of SPS;
offer advice to improve membership rela-
tions, provide recruiting and service to
their regions; guide and work with their
corresponding chapters to serve their
members; and assist the vice president-
Awards in conducting chapter reviews.

Board of Governors members-at-large
are directly elected by the Society’s mem-
bership to represent the member view-
point in Board decision making. They
typically review, discuss, and act upon a
wide range of items affecting the actions,
activities, and health of the Society.

José M.F. Moura, SPS past president
and chair of the Nominations and
Appointments (N&A) Committee, has pro-
vided the following formal procedures for
the SPS’s 2010 regional directors-at-large
and BoG members-at-large elections.

Publication of a call for nominations
for positions of BoG members-at-large
and regional directors-at-large.
Nominees must hold SPS Member
grade (IEEE Member grade or higher
and Member of SPS) to hold elective
office (March).

From the responses received, a list of
candidates will be assembled for each
election by the past president for presen-
tation to the N&A Commiittee (April).

The N&A Committee ballots to cre-
ate a short list of at least six candidates
(by bylaw, at least two candidates must
be submitted for each BoG member-at-
large position becoming vacant) (April—
May). Currently, there is no minimum
number of candidates required for the
regional directors-at-large race.
Nevertheless, the Society has a stated
preference for contested elections, so
more than one nomination per race
is desirable.

After the N&A ranking ballot, the
top candidates who are willing and able
to serve for director-at-large and mem-
ber-at-large are advanced for ballot to
the SPS’s voting members (July).

Collection and tabulation of returned
ballots will again be handled by the
IEEE Technical Activities Society
Services Department on behalf of the
SPS (July-September).

The three candidates receiving the
highest number of votes who confirm
their ability to serve will be declared
elected members-at-large to the Board
of Governors with three-year terms
commencing 1 January 2011 and one
candidate from each specified region
receiving the highest number of votes
who confirm their ability to serve will
be declared elected a regional director-
at-large with a two-year term com-
mencing 1 January 2011 (September).
Please provide nominations for regional

director-at-large and member-at-large to
Past President José M.F. Moura via e-mail
to t.argiropoulos@ieee.org or via fax to +1
732 235 1627. Please provide the name,
address, phone, fax, e-mail, or other con-
tact information of the nominee, along
with a brief background on the individual
(no more than 100 words, please) and any
information about the individual’s current

activities in the SPS, IEEE, or other pro-
fessional societies.

2009 IEEE SPS AWARDS

PRESENTED IN DALLAS, TEXAS

The IEEE SPS congratulates the SPS
members who received the Society’s pres-
tigious awards during ICASSP 2010 in
Dallas, Texas.

The Society Award honors outstanding
technical contributions in a field within
the scope of the IEEE SPS and outstand-
ing leadership in that field. The Society
Award comprises a plaque, a certificate,
and a monetary award of US$2,500. It is
the highest-level award bestowed by the
IEEE SPS. This year’s recipient was Rama
Chellappa “for pioneering and fundamen-
tal contributions to image and video-
based analysis and understanding.”

The IEEE Signal Processing Magazine
Best Paper Award honors the author(s) of
an article of exceptional merit and broad
interest on a subject related to the Society’s
technical scope and appearing in the
Society’s magazine. The prize comprises
US$500 per author (up to a maximum of
US$1,500 per award) and a certificate. If
there are more than three authors, the
maximum prize shall be divided equally
among all authors and each shall receive a
certificate. The 2009 IEEE Signal
Processing Magazine Best Paper Award
recipients are Neal Patwari, Joshua N. Ash,
Spyros Kyperountas, Alfred O. Hero, III,
Randolph L. Moses, and Neiyer S. Correal,
for the article “Locating the Nodes:
Cooperative Localization in Wireless
Sensor Networks,” IEEE Signal Processing
Magazine, vol. 22, no. 4, July 2005.

The IEEE Signal Processing Magazine
Best Column Award honors the author(s)
of a column of exceptional merit and broad
interest on a subject related to the Society’s
technical scope and appearing in the
Society’s magazine. The prize shall consist
of US$500 per author (up to a maximum
of US$1,500 per award) and a certificate. If
there are more than three authors, the
maximum prize shall be divided equally
among all authors and each shall receive a
certificate. This year’s IEEE Signal
Processing Magazine Best Column Award
recipient is Richard G. Baraniuk, for the
article “Compressive Sensing [Lecture

IEEE SIGNAL PROCESSING MAGAZINE

sllEanaIPrOCESSing Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page

10/ MARCH 2010



mailto:t.argiropoulos@ieee.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com

SllEgnaIPrOCGSSing Previous Page | Contents | Zoomin | Zoom out | Front Cover | Search Issue | Next Page

Notes],” in IEEE Signal Processing
Magazine, vol. 24, no. 4, July 2007.

Two Technical Achievement Awards
were presented this year. Alan S. Willsky
received the award “for originality and
innovation in stochastic multiresolution
modeling in statistical and graphical mod-
eling, and in probabilistic control-driven
signal processing.” K.J. Ray Liu was recog-
nized “for pioneering and outstanding
contributions for the advances of signal
processing in multimedia forensics, secu-
rity, and wireless communications.” The
Technical Achievement Award honors a
person who, over a period of years, has
made outstanding technical contributions
to the theory and/or practice in technical
areas within the scope of the Society, as
demonstrated by publications, patents, or
recognized impact on this field. The prize
is a monetary award of US$1,500, a plaque,
and a certificate.

The Meritorious Service Award was
presented this year to Arye Nehorai “for
exceptional and dedicated service as a
leader in a broad range of activities for the
Society and profession” and to Isabel
Maria Martins Trancoso “for outstanding
service and leadership to the worldwide
community in the field of speech process-
ing.” The award comprises a plaque and a
certificate; judging is based on dedication,
effort, and contributions to the Society.

The SPS Education Award honors edu-
cators who have made pioneering and sig-
nificant contributions to signal processing
education. Judging is based on a career of
meritorious achievement in signal pro-
cessing education as exemplified by writ-
ing of scholarly books and texts, course
materials, and papers on education; inspi-
rational and innovative teaching; and cre-
ativity in the development of new curricula
and methodology. The award comprises a
plaque, a monetary award of US$1,500,
and a certificate. The recipient of the SPS
Education Award is Robert M. Gray “for
outstanding contributions to education
and mentoring in signal processing.”

Six Best Paper Awards were awarded,
honoring the author(s) of a paper of
exceptional merit dealing with a subject
related to the Society’s technical scope,
and appearing in one of the Society’s
transactions, irrespective of the author’s

age. The prize is US$500 per author (up
to a maximum of US$1,500 per award),
and a certificate. Eligibility is based on a
five-year window preceding the year of
election, and judging is based on general
quality, originality, subject matter, and
timeliness. Up to six Best Paper Awards
may be presented each year. This year, the
awardees were:

Zhou Wang, Alan Conrad Bovik,
Hamid Rahim Sheikh, and Eero P.
Simoncelli, “Image Quality Assessment:
From Error Visibility to Structural
Similarity,” IEEE Transactions on Image
Processing, vol. 13, no. 4, Apr. 2004.

Zhi-Quan (Tom) Luo and Shuzhong
Zhang, “Dynamic Spectrum Manage-
ment: Complexity and Duality,” IEEE
Journal of Selected Topics in Signal
Processing, vol. 2, no. 1, Feb. 2008.

Quentin H. Spencer, A. Lee
Swindlehurst, and Martin Haardt,
“Zero-Forcing Methods for Downlink
Spatial Multiplexing in Multiuser
MIMO Channels,” IEEE Transactions
on Signal Processing, vol. 52, no. 2,
Feb. 2004.

Chul Min Lee and Shrikanth S.
Narayanan, “Toward Detecting
Emotions in Spoken Dialogs,” IEEE
Transactions on Speech and Audio
Processing, vol. 13, no. 2, Mar. 2005.

Jan Lukas, Jessica Fridrich, and
Miroslav Goljan, “Digital Camera
Identification from Sensor Pattern
Noise,” IEEE Transactions on Informa-
tion Forensics and Security, vol. 1, no.
2, June 2006.

Genyuan Wang and Moeness G.
Amin, “Imaging Through Unknown
Walls Using Different Standoff
Distances,” IEEE Transactions on
Signal Processing, vol. 54, no. 10,
Oct. 2006.

The Young Author Best Paper Award
honors the author(s) of an especially meri-
torious paper dealing with a subject
related to the Society’s technical scope
and appearing in one of the Society’s
transactions and who, upon date of sub-
mission of the paper, is less than 30 years
of age. Eligibility is based on a three-year
window preceding the year of election,
and judging is based on general quality,
originality, subject matter, and timeliness.

Two Young Author Best Paper Awards
were presented this year:

Tomoki Toda, for the paper coau-
thored with Alan W. Black and Keiichi
Tokuda, “Voice Conversion Based on
Maximum-Likelihood Estimation of
Spectral Parameter Trajectory,” IEEE
Transactions on Audio, Speech, and
Language Processing, vol. 15, no. 8,
November 2007.

Florian Luisier, for the paper coau-
thored with Thierry Blu and Michael
Unser, “A New SURE Approach to
Image Denoising: Interscale Orthonor-
mal Wavelet Thresholding,” IEEE
Transactions on Image Processing,
vol. 16, no. 3, March 2007.

SPS MEMBERS

RECEIVE IEEE AWARDS

Ronald Schafer has been selected as the
IEEE Jack S. Kilby Signal Processing
Medal recipient “for leadership and pio-
neering contributions to the field of digi-
tal signal processing.” The medal will be
presented to Prof. Schafer at the IEEE
Honors Ceremonies.

The James L. Flanagan Speech and
Audio Processing Technical Field Award
will be presented to Prof. Sadaoki Furui
“for contributions to and leadership in
the field of speech and speaker recogni-
tion towards natural communication
between humans and machines.” This
award was founded and is sponsored by
the IEEE SPS.

The IEEE Alexander Graham Bell
Medal will be presented to Prof. John M.
Cioffi “for pioneering discrete multitone
modem technology as the foundation of
the global DSL industry.”

The IEEE Edison Medal will be pre-
sented to Prof. Ray Dolby “for leader-
ship and pioneering applications in
audio recording and playback equip-
ment for both professional and con-
sumer electronics.”

The IEEE Dennis J. Picard Medal for
Radar Technologies and Applications
will be presented to Prof. Alfonso Farina
“for continuous, innovative, theoretical
and practical contributions to radar
systems and adaptive signal process-
ing techniques.”

SP
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‘ spotlight REPORT

SETI-Are We (Still) Alone?

t’s an age-old question: Are we alone

in the universe?

The fact is, we still don’t know—
for sure. But that hasn’t stopped us
from looking. And we’re looking

harder than ever.

Movies like The Day the Earth Stood
Still (1951), Close Encounters (1977), and
more recently District 9, which has been
described in reviews as a social satire about
a spacecraft that stalls over Johannesburg,
have all been box office hits—a pretty
strong indication what we all still want to
know: Is anyone else out there?

Be assured that a lot of highly qualified
people are still trying to find out.

“When we do radio search for extra-
terrestrial intelligence (SETI), what
we’re looking for is a narrowband signal
with one spot on the radio dial. That’s
been true ever since Frank Drake—since
that first experiment in 1960,” says Seth
Shostak, senior astronomer for the SETI
Institute, based in Mountain View,
California. That’s the kind of signal
where you pump all of your transmitter
power into 1 Hz on the dial. “That’s what
we traditionally look for,” says Shostak.

The way to find those, he says, is the
incoming cosmic static to your antenna.
“It’s just Fourier-transformed and you look
for a whole bunch of energy, a whole bunch
of power. It’s the kind of signal that’s non-
natural. We get a lot of radio static from
the cosmos—quasars, pulsars, hot gas,
cold gas, even Saturn and Jupiter and the
Sun; they all make a lot of radio noise. But
it’s not narrowband. So, it would easily be
distinguished from the natural static.”

DRAKE’'S EQUATION
Dr. Frank Drake (formerly the board chair
of the SETI Institute, and still involved in

Digital Object Identifier 10.1109/MSP.2009.935382

SETI activities) was a young astronomer
working at the National Radio Astronomy
Observatory in Green Bank, Virginia, when
he estimated the number of technical civi-
lizations that may exist in the galaxy. It
quickly became known as the Drake equa-
tion, and identifies specific factors thought
to play a role in the development of these
civilizations although, after years of
searching, some SETI scientists aren’t as
comfortable with Drake’s thinking as they
used to be. The equation, first presented
by Drake in 1961, was originally written as
N=R*.fp.ne.fl.fi.fc.L, where

N = is the number of civilizations in
the Milky Way Galaxy whose electro-
magnetic emissions are detectable.

R* is the rate of formation of stars
suitable for the development of intelli-
gent life.

fp is the fraction of those stars with
planetary systems.

ne equals the number of planets, per
solar system, with an environment
suitable for life.

fl is the fraction of life-bearing plan-
ets on which intelligent life emerges.

Ron Schneiderman

fi equals the fraction of life-bearing
planets on which intelligent life emerges.

fc is the fraction of civilizations that
develop a technology that releases
detectable signs of their existence
into space.

L is the length of time such civili-
zations release detectable signals
into space.

A NEW TELESCOPE ARRAY

A lot has changed since 1961. In early
2007, the SETI Institute and the
University of California (UC)-Berkeley,
which works closely with the institute and
has its own major SETI program, activat-
ed an entirely new system for searching
for extraterrestrial intelligence, the Allen
telescope array (ATA) (see Figure 1).

The ATA is a network of 42 6-m diame-
ter, mass-produced radio dishes, but the
plan is to increase the array to 350 tele-
scopes over the next three years. That is, if
the institute and UC-Berkeley can get
them funded.

The total cost of the project to date,
including research, development, and

[FIG1] The ATA, activated in October 2007, is a joint project of UC-Berkeley and the SETI
Institute. Currently made up of 42 radio dishes, the system is expected to grow to 350
dishes to advance the search for extraterrestrial life and radio astronomy research.
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construction of the array and
the necessary radio astron-
omy and SETI signal detec-
tors, was US$50 million.
About half of that seed money
was donated by Microsoft
Cofounder Paul G. Allen.
Additional funding has come
from the SETI Institute,
UC-Berkeley, the National
Science Foundation, former
Microsoft chief scientist
Nathan Myhrvold, Greg
Papadopoulos, Xilinx, and
other corporations and indi-
vidual donors.

Completing the array is
expected to cost about another
US$40 million. Although dona-
tions are welcome, the SETI Institute and
UC-Berkeley hope to speed up the comple-
tion process with a proposal that they sub-
mitted to the National Science Foundation
in August 2009, which would double the
size of the ATA.

While still somewhat limited in sensi-
tivity, a fully developed ATA would signifi-
cantly expand the radio frequency band
for conducting the search, and could
detect fainter and more distant signals
with more telescopes. At 4.5 octaves of fre-
quency, it already can collect a fairly large
amount of data.

The current array of 42 dishes is spread
out over an area of about a half a kilome-
ter. Located near the town of Hat Creek,
just north of Lassen Volcanic National
Park in northern California, the dishes
working together can take in five square
degrees of sky at a time—a box as wide as
ten full moons. For SETI, in particular,
this means that over the next few dozen
years, the ATA will get a thousand times
more data than has been accumulated in
the past 45 years (see Figure 2).

“What you need to do,” says Shostak,
“is to cross-correlate the antennas. They’re
putting out streams of bits and you want
to correlate them. You want to multiply a
string of bits from one antenna against
another and that means you can’t have
them very far apart.” (See Figure 3.)

Unlike previous telescopes used in
SETI programs, the ATA has several
features designed specifically for the

——

[FIG2] This log periodic dual polarization feed covers 0.5-11.2 GHz.
Each of the feeds from the 42 telescopes in the array outputs an
equivalent of 200 GB/s.

SETI mission, including one that filters
out noise from man-made interference
that in many radio telescopes would
render much of the data unusable.
What ATA managers didn’t anticipate
was interest from the U.S. Air Force
Space Command (AFSC), which sees the
array as a way to expand its space sur-
veillance capability. “The Air Force is
interested in the technology, not the
aliens,” notes Shostak, and that essen-
tially means adopting the additional sen-
sors provided by the ATA to observe
orbiting objects during the day. Because

[FIG3] Seth Shostak, a senior astronomer
with the Mountain View, California-based
SETI Institute, says he expects the ATA
(named after Paul Allen, the cofounder of
Microsoft) to produce a thousand times
more data over the next few dozen years
than has been accumulated in the past

45 years.

its electro-optical sensors are
affected by light pollution
during the day, limiting
observations that can be con-
ducted at that time, most of
the ATA’s primary mission is
conducted at night. This gives
the array its best pointing sta-
bility and avoids a decrease in
strength of narrowband sig-
nals that comes from scatter-
ing by the solar wind.

Initial tests run by the Air
Force suggests the ATA could
track transmitting communi-
cation satellites in low- and
medium-Earth orbits and,
most promising, in geosyn-
chronous orbit, home to the
most costly and highly utilized satellites
that orbit Earth. If demonstrations are
successful, the AFSC says the ATA may
prove to be a viable all-weather, day and
night contributor to its space surveil-
lance network.

WHO ELSE IS LOOKING?

The UC-Berkeley search, called the
Search for Extraterrestrial Radio
Emissions from Nearby Developed
Intelligent Populations (SERENDIP), is
run out of the Arecibo Observatory in
Puerto Rico, which in the past has been
used part-time by the SETI Institute.
Other long-time programs include the
Planetary Society, an independent, pri-
vately funded organization, which oper-
ates Project BETA at Harvard University
as well as in Argentina. Ohio State
University has been conducting a full-
time search for years with a large volun-
teer staff. Other much smaller and
private SETI programs are underway in
Italy and Australia, although they’re not
believed to be well funded.

Shostak says one of the most interest-
ing SETI data-processing developments in
the last few years is a suggdested replace-
ment for the Fourier transform currently
used to analyze radio spectra with the
Koenen-Loeuve transform, a concept being
promoted in Ttaly that theoretically could
simultaneously tap into both narrow and
broadband (including spread-spectrum)
signals. Italy is an active member of the
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International Academy of Astronautics’
SETI Permanent Study Group.

Australia’s Commonwealth Scientific
and Industrial Research Organization
commissioned the Parkes Observatory
in the 1970s and has become legend-
ary in astronomical circles for its stud-
ies of radio galaxies, quasars, pulsars,
and the Milky Way’s nearest galactic
neighbors, the Magellanic Clouds. At
one point in the mid-1990s, the SETI
Institute had 24 active, funded proj-
ects going at Parkes with a staff of 80
people, but using the 64-m Parkes
telescope for SETI activity is very low
key at this point. An Australian SETI
team known as Southern SERENDIP
is attempting to “piggyback” its
search onto the Parkes Observatory’s
much larger, more broad-based, astron-
omy program.

A SETI program is also just getting
underway in Korea that piggybacks onto
a radio astronomy experiment that’s run-
ning in that country. While they won’t
have the luxury of pointing the telescope
wherever they want, the Korean SETI
scientists have access to the data gener-
ated by the telescope to look for SETI-
like signals.

TAKING SETI PERSONALLY
Another big SETI program, run by
UC-Berkeley, is SETI@Home (see
Figure 4).

Think of thousands of personal com-
puters (PCs) all over the world, all work-
ing simultaneously to
analyze different parts of
data collected by the
Arecibo telescope, which is
the biggest single telescope
on Earth.

Essentially, the SETI@
Home project borrows
computer time from any-
one who volunteers for the
program when they aren’t
using their computers for
other tasks. It does this
with a screen saver that
gets data from Berkeley
over the Internet, analyzes
that data, and then reports
the results to Berkeley. The

a8

program is entirely voluntary. When
you need your PC back, the Berkeley
screen saver instantly shuts down and
only continues its analysis when you're
not using your PC. SETI@Home con-
nects only when transferring data.

All of this is accomplished by break-
ing up the data into small pieces. Data
is recorded on high-density tapes at
Arecibo. Since Arecibo does not have a
high bandwidth Internet connection,
the data is sent to Berkeley very slowly
where it is divided into 0.25-MB chunks
(called “work units”). These are sent
from the SETI@Home server over the
Internet for analysis to people around
the world.

UC Berkley keeps track of the work-
units with a large database. Its comput-
ers look for new work units to be
processed and these are sent out and
marked “in progress” in its database. If
you can’t complete the work unit, or if
your computer crashes and you lose
your results, the data isn’t lost.

WHERE’S NASA?
Where does NASA fit into all of this
activity? For all of its interest in finding
some form of life in space (most recent-
ly searching for traces of water on Mars
and by firing a rocket into a crater of
the moon) NASA has been eliminated
from any SETI-specific activities by an
act of Congress.

NASA established SETI programs as
early as the late 1970s that evolved into a

SEThaRame Clan

o
areesirial Ininlligenas

fairly ambitious program known as the
High-Resolution Microwave Survey
(HRMS). That came to a halt in 1993
when U.S. Senator Richard Bryan of
Nevada, citing budget pressures, success-
fully introduced an amendment to a bill
that eliminated all funding for the HRMS
program. (HRMS amounted to less than
0.1% of NASA’s annual budget.)

NASA does, however, support the
SETI Institute’s much less publicized
research in astrobiology, and its new
US$600 million Kepler telescope
could become an extremely important
factor in the search for extraterres-
trial intelligence.

Launched in March 2009, Kepler is
designed to survey the Milky Way galaxy
to search for Earth-size and smaller
planets and determine how many of the
billions of stars in our galaxy have such
planets. SETI scientists believe that
Earth-size planets in our galaxy offer
the best chance for finding intelligent
life in space.

To conduct its search, the Kepler
Mission uses a specially designed
0.95-m diameter telescope that acts as a
very sophisticated photometer to mea-
sure the size and orbit of every planet
that passes in front of the more than
100,000 stars located in what astrono-
mers believe is the most promising
region of the Milky Way. Kepler has a
very large field of view for an astronom-
ical telescope—105 square degrees,
which is comparable to the area of a
hand held at arm’s length.
(The fields of view of most
telescopes are less than one
square degree.) Kepler
needs that large a field to
observe the large number
of stars. It will look at the
same star field for the
entire mission and contin-
uously and simultaneously
monitor the brightness of
the stars for the life of the
mission, which is three and
a half years.

[FIG4] This screensaver looks for specific pulse signals. It's part of the
SETI@QHOME project that links thousands of PCs of volunteers all over the
world, all working simultaneously to analyze different parts of data
when SETI@QHOME PCs are idle. Data from the program is collected by the
Arecibo Observatory in Puerto Rico.

THE NEXT BIG THING
The next big thing in the
SETI community, although

IEEE SIGNAL PROCESSING MAGAZINE

sllEanaIPrOCESSing Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page

14] MARCH 2010



http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com

not designed specifically for searching for
extraterrestrial civilizations, is a US$2
billion project called the square kilome-
ter array (SKA). This is a huge interna-
tional effort to develop an aperture plane
phased array with telescopes that can
do many different astronomical obser-
vations simultaneously—including
SETI—with a million square meters of
collecting area.

The SKA is still in the design stage, but
testing is already underway of prototype
telescopes and new signal processing
devices that will be used for cross-correlat-
ing the SKA antennas. The array is
expected to cover a frequency range of
~0.1-~20 GHz, and involve at least two
technologically different antenna concepts.
When completed in the second half of the
next decade, the SKA will be able to scan
and map the sky with a sensitivity ~100
times greater than is currently possible.

The project is partly funded by the
European Community Sixth Framework
Programme, with partners from 26
institutes in 13 countries.

Participants in the program haven’t yet
come up with the US$2 billion needed to
complete the SKA, but Dan Werthimer,
director of the SETI program at UC
Berkeley, says Europeans, Australians, and
South Africans have put US$100 million
into the program. The U.S. effort, led by
the National Science Foundation, has
only advanced US$12 million at this
point. Werthimer calls this “prototyping
money,” which is being used primarily for
technology development (see Figure 5).

With Arecibo doing a good job
covering the northern hemisphere,
Werthimer says the SKA will be built
either in Australia or South Africa—
first, to cover the southern hemisphere,
but also to place the new telescope in a
very quiet location. “Finding a quiet
place is important, but we're learning
how to get rid of the radio frequency
interference; it’s all about signal pro-
cessing.” (See Figure 6.)

Werthimer adds, “We’re doing a
huge amount of work at Berkeley in col-
laboration with other groups trying to
figure out how to build next-generation
telescopes. Not just for SETI, but for
other kinds of astronomy, too. And it’s

=

[FIG5] Dan Werthimer, director of the SETI program at UC-Berkeley, says his program
SERENDIP is conducting a significant amount of work in collaboration with other interested
groups in producing next-generation telescopes, with much of the focus on developing
new techniques in signal processing. Arecibo is the world’s largest radio telescope and is
located in Puerto Rico. The group expects to spend about US$300 million on signal-
processing development as part of its program.

S @

d %
[FIG6] These ATA racks are part of the scalable DSP instrumentation that are based
largely on general-purpose FPGA signal processing boards developed by the
Collaboration for Astronomy Signal Processing and Electronics Research (CASPER).
(More information can be found at http://casper.berkeley.edu.)

Werthimer also says the SKA team is
working with several companies, most

dominated by signal processing. We
expect to spend about US$300 million
on signal processing [development] as

part of this program.” (continued on page 142)
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Top Downloads in IEEE Xplore

his issue’s “Reader’s Choice” the top 100 most downloaded IEEE
contains a list of articles Xplore articles from May to October
published by the IEEE 2009. The highest rank obtained by
Signal Processing Society an article in this time frame is indicated
(SPS) that ranked among in bold. Your suggestions and com-

TITLE, AUTHOR, PUBLICATION YEAR
IEEE SPS JOURNALS

COMPLEX WAVELET STRUCTURAL
SIMILARITY: A NEW IMAGE
SIMILARITY INDEX

Sampat, M.P; Wang, Z.; Gupta, S.;

Bovik, A.C.; Markey, M.K.

IEEE Transactions on Image Processing,
vol.18, no. 11, Nov. 2009, pp. 2385-2401

A HISTOGRAM MODIFICATION FRAME-
WORK AND ITS APPLICATION FOR
IMAGE CONTRAST ENHANCEMENT
Arici, T.; Dikbas, S.; Altunbasak, Y.

IEEE Transactions on Image Processing,

vol. 18, no. 9, Sep. 2009, pp. 1921-1935

FAST GRADIENT-BASED ALGORITHMS
FOR CONSTRAINED TOTAL VARIATION
IMAGE DENOISING AND DEBLURRING
PROBLEMS

Beck, A.; Teboulle, M.

IEEE Transactions on Image Processing,

vol. 18, no. 11, Nov. 2009, pp. 2419-2434

FROM LAGRANGE TO SHANNON... AND
BACK: ANOTHER LOOK AT SAMPLING
Prandoni, P; Vetterli, M.

IEEE Signal Processing Magazine,

vol. 26, no. 5, Sep. 2009, pp. 138-144

AN INTRODUCTION TO COMPRESSIVE
SAMPLING

Candes, E.J.; Wakin, M.B.

IEEE Signal Processing Magazine,

vol. 25, no. 2, Mar. 2008, pp. 21-30

Digital Object Identifier 10.1109/MSP.2009.935420

ments are welcome and should be sent
to Associate Editor Berna Erol at berna_
erol@yahoo.com.

sP
N TIMES
RANK IN IEEE TOP 100 INTOP
(MAY-OCT 2009) 100 SINCE

ABSTRACT ocT

The article introduces a new measure of 7
image similarity that is called the complex

wavelet structural similarity (CW-SSIM) index

and shows its applicability as a general

purpose image similarity index.

The paper presents a general framework 15
based on histogram equalization for image

contrast enhancement, where contrast
enhancement is posed as an optimization

problem that minimizes a cost function.

This paper studies gradient-based schemes 16
for image denoising and deblurring problems

based on the discretized total variation (TV)
minimization model with constraints.

This article examines the interplay between 25
analog and digital signals, casting discrete-

time sequences in the lead role, with continu-
ous-time signals entering the scene as a

derived version of their gap-toothed

archetypes.

This article surveys the theory of compressive 34
sampling, also known as compressed sensing

or CS, a novel sensing/sampling paradigm

that goes against the common wisdom in

data acquisition.

SEP AUG JUL JUN MAY JAN 2006

16 61 35 56 65 18
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TITLE, AUTHOR, PUBLICATION YEAR
IEEE SPS JOURNALS

ANALYSIS OF THE SECURITY OF PERCEP-
TUAL IMAGE HASHING BASED ON NON-
NEGATIVE MATRIX FACTORIZATION
Khelifi, F.; Jiang, J.

IEEE Signal Processing Letters,

vol. 17, no. 1, Jan. 2010 (first

published Sep. 2009), pp. 43-46

FACE RECOGNITION UNDER VARYING
ILLUMINATION USING GRADIENTFACES
Zhang, T; Tang, Y.Y; Fang, B.;

Shang, Z.; Liu, X.

IEEE Transactions on Image Processing,

vol. 18, no. 11, Nov. 2009, pp. 2599-2606

A THEORY OF PHASE SINGULARITIES
FOR IMAGE REPRESENTATION AND ITS
APPLICATIONS TO OBJECT TRACKING
AND IMAGE MATCHING

Qiao, Y.; Wang, W.; Minematsu, N.;

Liu, J; Takeda, M.; Tang, X.

IEEE Transactions on Image Processing,
vol. 18, no. 10, Oct. 2009,

pp. 2153-2166

FACE RECOGNITION USING DUAL-TREE
COMPLEX WAVELET FEATURES

Liu, C.C.; Dai, D.Q.

IEEE Transactions on Image Processing,

vol. 18, no. 11, Nov. 2009, pp. 2593-2599

TRAINING AN ACTIVE RANDOM FIELD
FOR REAL-TIME IMAGE DENOISING
Barbu, A.

IEEE Transactions on Image Processing,

vol. 18, no. 11, Nov. 2009, pp. 2451-2462

AUTOMATIC IMAGE SEGMENTATION BY
DYNAMIC REGION GROWTH AND MUL-
TIRESOLUTION MERGING

Ugarriza, L. G.; Saber, E.; Vantaram, S.R.;
Amuso, V.; Shaw, M.; Bhaskar, R.

IEEE Transactions on Image Processing,

vol. 18, no. 10, Oct. 2009, pp. 2275-2288

COLLABORATIVE CYCLOSTATIONARY
SPECTRUM SENSING FOR COGNITIVE
RADIO SYSTEMS

Lunden, J.; Koivunen, V.; Huttunen, A.;
Poor, H.V.

IEEE Transactions on Signal Processing,

vol. 57, no. 11, Nov. 2009, pp. 4182-4195

APPLICATION OF SIGNAL
PROCESSING TO THE ANALYSIS

OF FINANCIAL DATA

Drakakis, K.

IEEE Signal Processing Magazine,

vol. 26, no. 5, Sep. 2009, pp. 158-160

GAME THEORY AND THE FLAT-FADING
GAUSSIAN INTERFERENCE CHANNEL
Larsson, E.; Jorswieck, E.;

Lindblom, J.; Mochaourab, R.

IEEE Signal Processing Magazine,

vol. 26, no. 5, Sep. 2009, pp. 18-27

RANK IN IEEE TOP 100
(MAY-OCT 2009)

ABSTRACT OCT SEP AUG JUL JUN
This article analyzes the security of a percep- 48
tual image hashing technique based on
non-negative matrix factorization which
was recently proposed and reported in the
literature.
This paper proposes a novel method to 56

extract illumination insensitive features for
face recognition under varying lighting called
the gradient faces.

This paper studies phase singularities (PSs) for 58 27
image representation and shows that PSs

calculated with Laguerre-Gauss filters contain

important information and provide a useful

tool for image analysis.

This paper proposes a novel facial represen- 66
tation based on the dual-tree complex

wavelet transform for face recognition,

which is effective in representing the

geometrical structures in facial image with

low redundancy.

This paper proposes to train Markov random 79
fields (MRF)/conditional random fields (CRF)

model together with a fast and suboptimal
inference algorithm, which results in consid-

erable gains in speed and accuracy.

This paper presents a new unsupervised color 84 83
image segmentation algorithm, which

exploits the information obtained from

detecting edges in color images in the CIE

L*a*b* color space.

This paper proposes an energy efficient 95
collaborative cyclostationary spectrum

sensing approach for cognitive

radio systems.

This article highlights some of the techniques 1
used to represent and predict the main

features of price evolution and to classify

stock so as to design diversified investment

portfolios.

This article describes basic concepts from a1
noncooperative and cooperative game theory

and illustrates them by three examples using

the interference channel model.

MAY
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CONTENT BASED IMAGE RETRIEVAL
USING UNCLEAN POSITIVE EXAMPLES
Zhang, J.; Ye, L.

IEEE Transactions on Image Processing,
vol. 18, no. 10, Oct. 2009, pp. 2370-2375

FLEXIBLE DESIGN OF COGNITIVE RADIO
WIRELESS SYSTEMS

Scutari, G.; Palomar, D.; Pang, J.-S;
Facchinei, F.

IEEE Signal Processing Magazine,

vol. 26, no. 5, Sep. 2009, pp. 107-123

GAME THEORY AND THE FREQUENCY
SELECTIVE INTERFERENCE CHANNEL
Leshem, A.; Zehavi, E.

IEEE Signal Processing Magazine,

vol. 26, no. 5, Sep. 2009, pp. 28-40

A TUTORIAL ON PARTICLE FILTERS FOR
ONLINE NONLINEAR/NON-GAUSSIAN
BAYESIAN TRACKING

Arulampalam, M.S.; Maskell, S.;

Gordon, N.; Clapp, T.

IEEE Transactions on Signal Processing,
vol. 50, no. 2, Feb. 2002, pp. 174-188

COMPRESSIVE-PROJECTION PRINCIPAL
COMPONENT ANALYSIS

Fowler, J.E.

IEEE Transactions on Image Processing,
vol. 18, no. 10, Oct. 2009, pp. 2230-2242

NOISE-DRIVEN ANISOTROPIC
DIFFUSION FILTERING OF MRI

Krissian, K.; Aja-Fernandez, S.

IEEE Transactions on Image Processing,
vol. 18, no. 10, Oct. 2009, pp. 2265-2274

RANDOM DISCRETE FRACTIONAL
FOURIER TRANSFORM

Hsue, W.L.; Pei, S.C.

IEEE Signal Processing Letters, vol. 16,
no. 12, Dec. 2009, pp. 1015-1018

SUPER-RESOLUTION WITHOUT EXPLICIT
SUBPIXEL MOTION ESTIMATION

Takeda, H.; Milanfar, P;

Protter, M.; Elad, M.

IEEE Transactions on Image Processing,

vol. 18, no. 9, Sep. 2009, pp. 1958-1975

A TOTAL VARIATION-BASED ALGO-
RITHM FOR PIXEL-LEVEL IMAGE FUSION
Kumar, M.; Dass, S.

IEEE Transactions on Image Processing,

vol. 18, no. 9, Sep. 2009, pp. 2137-2143

N-SIFT: N-DIMENSIONAL SCALE INVARI-
ANT FEATURE TRANSFORM

Cheung, W.; Hamarneh, G.

IEEE Transactions on Image Processing,

vol. 18, no. 9, Sep. 2009, pp. 2012-2021

ABSTRACT

This paper presents a scheme for training
CBIR systems with unclean positive samples.
To handle the noisy positive samples, the
paper proposes a new two-step strategy by
incorporating the methods of data cleaning
and noise tolerant classifier.

This article presents that many unsolved
resource allocation problems in the field of
cognitive radio (CR) networks fit naturally
either in the game theoretical paradigm or in
the more general theory of VI.

The article discusses the importance of the
frequency selective interference channel and
shows that it has many intriguing aspects
from a game theoretic point of view.

This paper reviews both optimal and subopti-
mal Bayesian algorithms for nonlinear/non-
Gaussian tracking problems, with a focus on
particle filters.

This paper presents a process that effectively
shifts the computational burden of PCA from
the resource-constrained encoder to a pre-
sumably more capable base-station decoder.

This paper presents a new filtering method to
remove Rician noise from magnetic reso-
nance images.

This article proposes a random discrete
fractional Fourier transform (RDFRFT) kernel
matrix with random DFT eigenvectors and
eigenvalues.

This paper introduces a novel framework for
adaptive enhancement and spatiotemporal
upscaling of videos containing complex activi-
ties without explicit need for accurate motion
estimation.

This paper proposes a total variation (TV)
based approach for pixel-level fusion to fuse
images acquired using multiple sensors.

This paper proposes the n-dimensional scale
invariant feature transform (n-SIFT) method
for extracting and matching salient features
from scalar images of arbitrary dimensionality.
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TITLE, AUTHOR, PUBLICATION YEAR
IEEE SPS JOURNALS

IMAGE QUALITY ASSESSMENT BASED
ON MULTISCALE GEOMETRIC ANALYSIS
Gao, X.; Lu, W.; Tao, D.; Li, X.

IEEE Transactions on Image Processing,

vol. 18, no. 7, July 2009, pp. 1409-1423

BRIDGING THE GAP BETWEEN

SIGNAL AND POWER

Bollen, M.H.J.; Gu, .Y.H_; Santoso, S.;
McGranaghan, M.F,; Crossley, PA.; Ribeiro,
M.V.; Ribeiro, PF.

IEEE Signal Processing Magazine, vol. 26,
no. 4, Jul. 2009, pp. 12-31

IMAGE SEGMENTATION USING
INFORMATION BOTTLENECK METHOD
Bardera, A.; Rigau, J.; Boada, |;

Feixas, M.; Sbert, M.

IEEE Transactions on Image Processing,

vol. 18, no. 7, July 2009, pp. 1601-1612

AN ADAPTABLE K-NEAREST NEIGHBORS
ALGORITHM FOR MMSE IMAGE
INTERPOLATION

Ni, K. S.; Nguyen, T. Q.

IEEE Transactions on Image Processing,

vol. 18, no. 9, Sep. 2009, pp. 1976-1987

SUPER-RESOLUTION IMAGE RECON-
STRUCTION: A TECHNICAL OVERVIEW
Park, S.C.; Park, M.K.; Kang, M.G.

IEEE Signal Processing Magazine, vol. 20,
no. 3, May 2003, pp. 21-36

SIGNAL PROCESSING: A VIEW OF THE
FUTURE, PART 2

Treichler, J.

IEEE Signal Processing Magazine, vol. 26,
no. 3, May 2009, pp. 83-86

IMAGE DENOISING USING MIXTURES
OF PROJECTED GAUSSIAN SCALE MIX-
TURES

Goossens, B.; Pizurica, A.; Philips, W.

IEEE Transactions on Image Processing, vol. 18,
no. 8, Aug. 2009, pp. 1689-1702

BEYOND BANDLIMITED SAMPLING
Eldar, Y.; Michaeli, T.

IEEE Signal Processing Magazine,

vol. 26, no. 3, May 2009, pp. 48-68

SUPER RESOLUTION WITH PROBABILIS-
TIC MOTION ESTIMATION

Protter, M.; Elad, M.

IEEE Transactions on Image Processing, vol. 18,
no. 8, Aug. 2009, pp. 1899-1904

MIMO DETECTION METHODS: HOW
THEY WORK

Larsson, E.G.

IEEE Signal Processing Magazine,

vol. 26, no. 3, May 2009, pp. 91-95

ABSTRACT

This paper proposes a novel framework for
image quality assessment (IQA) to mimic the
human visual system (HVS) by incorporating the
merits from multiscale geometric analysis (MGA),
contrast sensitivity function (CSF), and the
Weber’s law of just noticeable difference (JND).

This article focuses on problems and issues
related to PQ and power system diagnostics,
in particular those where signal processing
techniques are extremely important.

This paper presents new image segmentation
algorithms based on a hard version of the
information bottleneck method.

The paper proposes an image interpolation
algorithm that is nonparametric and learning-
based, primarily using an adaptive k-nearest
neighbor algorithm with global consider-
ations through Markov random fields.

This article presents the technical review of
various existing super resolution (SR) method-
ologies and models the low-resolution (LR)
image acquisition process.

This article attempts to produce a behavioral
model for the field of signal processing and
then use that model to predict the field's
future.

This paper proposes a new statistical model
for image restoration in which neighbor-
hoods of wavelet subbands are modeled by a
discrete mixture of linear projected Gaussian
scale mixtures (MPGSM).

This survey article presents several extensions
of the Shannon theorem, which treat a wide
class of input signals as well as nonideal
sampling and nonlinear distortions.

This paper presents a new framework that
leads to the same algorithm as the authors’
prior work but with an approach that is much
simpler and more intuitive.

This tutorial article provides an overview of
different MIMO detection approaches, in the
communications receiver context.
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‘ from the GUEST EDITORS

Yen-Kuang Chen,

Chaitali Chakrabarti,
Shuvra Bhattacharyya, and
Bruno Bougard

Signal Processing on Platforms with Multiple Cores:
Part 2-Applications and Design

latforms with multiple cores
are now prevalent everywhere
from desktops and graphics
processors to laptops and
embedded systems. By adding
more parallel computational resources
while managing power consumption, mul-
ticore platforms offer better programma-
bility, performance, and power efficiency.
Signal processing systems of tomorrow
will be and must be implemented on plat-
forms with multiple cores. Writing effi-
cient parallel applications that utilize the
computing capability of many processing
cores require some effort. Signal process-
ing algorithm designers must understand
the nuances of a multicore computing
engine; only then can the tremendous
computing power that such platforms pro-
vide be harnessed efficiently. To give a
thorough perspective of the area, we have
organized two special issues on this topic.
The first special issue, published in
November 2009, provided an overview of
multiple core systems along with some
key methodologies. The articles provided
coverage of key trends and emerging
directions in architectures, design meth-
ods, software tools, and application devel-
opment for the design and implementation
of multicore signal-processing systems.
There were three articles surveying the
multicore architectures, from general-
purpose processors and digital signal pro-
cessors (DSPs) to multiprocessor
system-on-chip. These were followed by
four articles discussing software develop-
ment methodology, including compilation
tools that discover parallelism automati-
cally, parallel programming languages
where programmers can annotate the par-
allelism, and approaches that require pro-
grammer to explicitly express the

Digital Object Identifier 10.1109/MSP.2009.935527

parallelism. Part 1 of the two-part special
issue ended with four design-example arti-
cles spanning fast Fourier transform
(FFT), video processing, video coding, and
speech recognition.

This special issue aims at 1) describing
novel applications that can be enabled by
platforms with multiple cores and 2) pro-
viding more extensive design examples to
demonstrate useful techniques for devel-
oping efficient signal processing applica-
tions on platforms with multiple cores.
Because multicore processors provide bet-
ter programmability, performance, and
power efficiency, many computationally

SIGNAL PROCESSING
SYSTEMS OF
TOMORROW WILL BE
AND MUST BE
IMPLEMENTED
ON PLATFORMS WITH
MULTIPLE CORES.

demanding applications are now feasible
at a much lower cost. To illustrate this
point, we look at applications that can
be enabled by multicore platforms.
Furthermore, to provide more compre-
hensive examples on how applications can
be realized, we review implementation
details on a larger set of applications.
There are a total of ten articles in this
special issue. They can be broadly classi-
fied into novel applications that can be
enabled by platforms with multiple cores
(articles one—four), and design examples
illustrating useful techniques to enable
efficient implementations on these plat-
forms (articles five—ten). Some of the arti-
cles represent both categories because it is
often difficult to demonstrate novel appli-
cations without providing some relevant
implementation details. In such cases, we

have categorized the articles according to
whether they emphasize the enabled appli-
cations or focus more on implementa-
tion techniques.

The first article by Palkovic et al. shows
that software-defined radio (SDR), an at-
tractive solution for handling diverse and
evolving wireless standards, makes effec-
tive use of multicore platforms. This arti-
cle provides an overview of multicore
architectures for SDR platforms along
with the specifics of their mapping flows.
The authors also show how this technolo-
gy can be harnessed to handle more com-
plex workloads of emerging wireless
communication standards.

The second article by Rzeszutek et al.
shows that object segmentation with
interactive frame rates can be enabled
by the computational capability of mul-
ticore platforms. Segmenting the bound-
aries of objects in a video sequence is a
complex and time-consuming task.
Furthermore, many objects of interest,
such as people and animals, have highly
complex and irregular shapes. This arti-
cle presents a rotoscoping method that
takes advantage of the ubiquitous multi-
core processors such as graphics pro-
cessing units (GPUs) to assist artists.

The third article by Samsi et al.
explores the acceleration of computa-
tionally intensive applications by apply-
ing commonly used tools to exploit
multicore platforms. The authors show
that with small changes to sequential
MATLAB code, it is possible to effec-
tively utilize today’s multicore systems
and reduce simulation time. Two signal
processing kernels (FFT and convolu-
tion) and two full applications (syn-
thetic aperture radar imaging and
superconducting quantum interference
devices) are used to illustrate the use of
paralle]l MATLAB.
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The last article of the novel application
category shows that medical imaging,
which is highly computation intensive,
can now be implemented on an easily
available multicore platform. The focus is
on medical image registration, which is an
integral part of image-guided intervention
and therapy systems. Shams et al. provide
an extensive survey of image registration
algorithms and their performance on vari-
ous multiprocessor platforms, including
cluster computers, GPUs, and CELL.

The first design example article by
Plishker et al. is a specific design example
of medical imaging on GPUs. It demon-
strates that we must exploit hierarchical
parallelism properly to get the best utiliza-
tion of the platforms. Although multicore
platforms offer significant performance
potential, there are challenges in finding
and exploiting the parallelism. The authors
depict a synergistic approach that first
organizes application parallelism into a
domain-specific taxonomy and then struc-
tures the algorithm to target a set of mul-
ticore platforms.

The article by di Bisceglie et al. demon-
strates the need to pay attention to the
usage of resources (e.g., device memories,
kernel functions, and synchronizations)
and choose appropriate data transfer gran-
ularity to use the GPU resources efficiently.
The authors show a design example of
synthetic aperture radar on the GPU.
While signal processing algorithms for
synthetic aperture radar are becoming
mature, it is a challenge to produce an
accurate image in real time without a
mainframe computer. This article provides
an example on how to implement an
important subset of focusing algorithms
on general-purpose GPUs.

The next article by Cheung et al. advo-
cates the need to structure the algorithm
to expose as much data parallelism as pos-
sible to utilize the computational capabil-
ity. The article illustrates this for video
codecs running on GPUs. While the GPU
offers high peak performance, it is chal-
lenging to achieve it because of the depen-
dencies imposed by the codec. The authors
demonstrate that with the proper algo-

rithm redesign, the performance of the
fast motion estimation algorithm, for
example, on GPU can be improved by
three to four times.

The article by Daudet also illustrates
that we must reformulate the algorithm to
expose the parallelism. He demonstrates
this for the matching pursuit algorithm
that is often used to solve very large sparse
approximation problems. While matching
pursuit is considered intrinsically sequen-
tial, a small modification of the algorithm
can break the data dependencies and
enable efficient implementation on multi-
core processors.

THE GOAL OF
THE TWO-PART
SPECIAL ISSUE

WAS TO CAPTURE

STATE OF THE ART
IN SIGNAL PROCESSING
ON PLATFORMS WITH

MULTIPLE CORES.

The article by Kim et al. shows that we
must consider the underlying architec-
tural features in parallelizing workloads.
Image processing applications have an
abundance of parallelism and benefit sig-
nificantly from multicore systems.
However, simply exploiting parallelism is
not enough to achieve the best perfor-
mance. Optimization must take into
account underlying architecture charac-
teristics such as wide vector and limited
bandwidth. The article presents techniques
that can be used to optimize performance
for multicore x86 systems on three key
image processing kernels, FFT, convolu-
tion, and histogram.

The last article by van Nieuwpoort and
Romein demonstrates that we must have
different implementation and optimiza-
tion strategies for multicore architectures
with different performance characteristics.
The authors choose correlation computa-
tion in radio astronomy signals to com-
pare the performance, optimization, and
programmability of multiple multicore
platforms. The article shows how to pre-

dict what performance can be achieved on
many-core platforms and where bottle-
necks can be expected. The authors also
provide guidelines for optimizing on the
different platforms.

In short, this special issue showed
that many novel applications can be
enabled by platforms with multiple cores.
These include image processing, video
processing, rotoscoping, medical imag-
ing, SDR, synthetic aperture radar, and
radio astronomy signal processing. This
special issue also demonstrated useful
techniques to develop efficient signal pro-
cessing applications on platforms with
multiple cores. The era of signal process-
ing on systems with multiple/many cores
has just started. We hope that you enjoy
the articles in this special issue of IEEE
Signal Processing Magazine as much as
those in the November 2009 issue and
that you find the contents informative
and useful.

We sincerely thank the authors for
their valuable contributions, as well as
the anonymous reviewers for their help
in ensuring the quality of this special
issue. The goal of the two-part special
issue was to capture state of the art in
signal processing on platforms with mul-
tiple cores. Many papers were not
selected because they did not fit into the
scope of the special issue, even though
some of them would have been excellent
matches for other publications.
Furthermore, the high quality require-
ments of IEEE Signal Processing
Magazine forced us to reject papers even
after multiple rounds of reviews. In fact,
of the 144 white papers that were sub-
mitted, only 21 articles were published in
these two special issues. We would like to
thank everyone who submitted articles
for their effort and express our regret
that due to limited space and the need
for balanced coverage, not all high-qual-
ity submissions could be included.

Finally, we would like to thank Li
Deng, Geri Krolin-Taylor, and Dan
Schonfeld for their help and support in
organizing the two-part special issue.
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Martin Palkovic, Praveen Raghavan, Min Li,

Antoine Dejonghe, Liesbet Van der Perre, and Francky Catthoor

Future Software-Defined
Radio Platforms
and Mapping Flows

An overview of their
multicore architectures

software-defined radio
(SDR) system is a radio
communication system

in which physical layer
components are imple-
mented on a programmable or reconfig-
urable platform. The modulation and
demodulation is performed in software and
thus the radio is able to support a broad range

of frequencies and functions concurrently. In the
ideal SDR transceiver scheme, an analog-to-digital
converter (ADC) and a digital-to-analog converter (DAC)
are attached to the antenna. This would imply that a digital
signal processor (DSP) is connected to the ADC and the DAC,
directly performing signal processing for the streams of data
from/to antenna [1]. Today, the ideal SDR transceiver scheme is
still not feasible and thus some processing has to happen in the
reconfigurable analog front end [2].

INTRODUCTION

In the past, SDR was mainly attractive for the military and wire-
less infrastructure segments. Recently, the SDR paradigm has
also entered into the consumer electronics segment. This is
driven by three main factors. First, the soaring chip development

Digital Object Identifier 10.1109/MSP.2009.935386
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cost and respin rate in deep submicro era has driven chip ven-
dors to share the development costs across product lines.
Second, extremely diversified market demand for different wire-
less standards has triggered the need for an ideal mobile termi-
nal to support these standards (from cellular to broadcasting)
within a tight cost budget. Third, the fast evolution of wireless
standards has caused a shorter time-to-market, which makes a
programmable SDR solution attractive.

SDR: THE NEED FOR MULTICORES AND WHAT IT BRINGS
The physical layer of a typical radio transceiver consists of an
inner modem and an outer modem. The inner modem contains
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[FIG1] Block diagram of typical WLAN RX functionality.

transmission and environment parameters estimation (includ-
ing various acquisition and tracking tasks) and data detection
(e.g., demapping and multiantenna detection), while the outer
modem mostly performs the decoding/coding of the received/
transmitted stream of data (see Figure 1). On top of these two
compute-intensive functionalities, multiple access control
(MAC) functionalities is also needed to ensure appropriate tim-
ing of the operations and appropriate acknowledgment schemes.
The various functionalities that are present in a radio transceiv-
er need different types of signal processing tasks and have dif-
ferent duty cycles. Furthermore the core computation of these
different functionalities also vary substantially. For example, the
inner modem requires mostly a fairly irregular computation
with a large variation across the different standards, whereas
the outer modem computation is a much more regular compu-
tation that needs limited flexibility. Each of these blocks also
exhibit different types of parallelism (data level, instruction
level, and task level). To reach maximal energy efficiency it is
more efficient to tune one (or more) cores to a given function-
ality rather than to make a very flexible core. Various research
works such as [3]-[5] have pointed towards optimally adapting
the processor to make an application-specific instruction-set
processor (ASIP). This gives almost an order of magnitude dif-
ference in the energy efficiency compared to a DSP or a reduced
instruction set computer (RISC). Given the above reasoning, it
is quite evident that for a power efficient platform there exists a
need for a heterogeneous multicore solution.

Furthermore within a single standard [e.g., wireless lo-
cal area network (WLAN)] multiple modes exist. Each mode
may require different signal processing tasks (e.g., different
multiantenna transmission schemes) and also different com-
putational load. Figure 2 shows the performance require-
ment for some of the different modes of WLAN and long-term
evolution (LTE) standards. The performance requirement is
based on the number of 16-b RISC giga-operations per sec-
ond (GOPS) required for the inner-modem for peak-payload
processing only. Performing all the computation on the

same core running at a higher speed would be a very energy-
inefficient solution. This confirms the need for a multicore
solution for SDR. Furthermore, the computation have to
be performed on ASIP-like architectures instead of a DSP. A
back-of-the-envelope computation for WLAN multiple input
multiple output (MIMO) 2 X 2 40 MHz that requires approxi-
mately 25 GOPS shows that an application-specific integrat-
ed circuit (ASIC) that has an energy per operation of 5-10
pJ/op [3] gives a power of 125 mW, a DSP that has a power
efficiency of 125-250 pJ/op gives a power of 3 W, whereas an
SDR ASIP that has a power efficiency of 15-30 pJ/op would
give 375 mW. The power efficiency of 15-30 pJ/op is based on
Interuniversity Microelectronics Centre’s (IMEC’s) SDR solu-
tion [6]. Because the heat dissipation in a handheld device
should be kept under 3 W [7] and RF parts and user interface
consumes approximately 1.5 W [8], we see that using 3 W
DSP is not feasible. This further confirms the need for a more
specialized and heterogeneous ASIP solution rather than a
general purpose solution.

An evolving step in the SDR community is the need for sup-
porting multiple standards on the platform in parallel. This is

600
B User Data Rate (Mb/s)

2 @ 16-b GOPS for Inner
400 | Modem Data Processing ||
300
200
il B .

0

2x2 2x2 4x4 1x1 2x2 4x4
20 MHz 40MHz 40 MHz 20 MHz 20 MHz 20 MHz
WLAN WLAN WLAN LTE LTE LTE

[FIG2] Performance requirements for inner modem peak data/
payload processing for WLAN and LTE.
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one of the essential features that would be needed for evolution
into a truly cognitive radio solution. A multicore solution is
therefore essential to support such a case.

SDR: THE NEED FOR MAPPING TOOLS

Multicore solutions make the mapping of the application(s)
more difficult than ever before. The sequential aspect of the
program that was kept before from the initial specification to
final implementation has to change to parallel during
application mapping. The demand for mapping tools that make
this process easier rises drastically.

Wireless standards have hard real-time constraints on top
of demanding throughput requirements, which makes the
parallelization task even more complex. Figure 2 shows the
throughput requirement for WLAN and LTE as well as an esti-
mate of the computational requirement for the different
modes. The computational load for only the inner modem
computation ranges from a few 16-b GOPS to 150 GOPS on
the most demanding case. Note that these are estimates of the
performance under various assumptions of algorithmic choice,
channel conditions, etc. To provide such a scalability, a need
exists for tools to enable and explore the different paralleliza-
tion schemes on the multiprocessor system.

This problem is further augmented by the possibility of
exploiting parallelization at different levels. Platforms today
exploit parallelization across the cores, across the threads within
one core, across different functional units (FUs) within one core
and within one FU (in a data parallel way). Exploring this large
mapping space manually is not feasible. Thus, a selective tool
support at different levels is crucial.

An important aspect for the designer is not only to pick right
tools to help him/her with the parallelization but also to think
about the whole mapping flow and combination and interopera-
bility of the tools to achieve wished global optimality. The order-
ing of parallelization exploration at different levels is also crucial
as we will see later in the text.

MULTICORE SDR ARCHITECTURES:
A COMBINATION OF HETEROGENEOUS AND
HOMOGENEOUS MULTICORE APPROACHES
Radio transceiver ASICs for one standard consist of accelerators
for the different functional blocks in the transmitter/receiver
chain. These ASICs give the extreme end of the spectrum with
little or no flexibility. Next-generation radios have been evolving
into more programmable and more configurable solutions. The
increased amount of standards to support and the dynamism in
each of these standards have pushed baseband radio implemen-
tations towards a software centric end. This has lead to an evo-
lution where the baseband radio is implemented on flexible and
programmable processors (SDR platforms) instead of pure
ASIC-based solution. An overview of the freedom and the evolu-
tion of the flexibility is shown in [9].

Future SDR platforms will require multi-Gb/s connectivity,
concurrency support, and spectrum sensing capabilities. This is
not feasible without multicore SDRs. Different multicore

approaches exist in reconfigurable radio architectures. Mostly,
the combination of heterogeneous and homogeneous multicore
approach is a viable option. At the top level, the platform resem-
bles a heterogeneous system, with a specialized digital front end
(DFE), inner modem, and outer modem (forward-error correc-
tion) part. Each part potentially consists then of homogeneous
multicore subsystem. Such a system should be able to run mul-
tiple future standards up and beyond to 1 Gb/s, allow sharing of
hardware resources among several standards and support run-
time (RT) mechanisms at hardware and software level as well as
supporting spectrum sensing capabilities.

Given the large amount of software present inside these
standards, to meet the high-performance and low-power
requirements, there is a need for efficient exploitation of the
different types of parallelism present. Broadly the parallelism
can be broken down into three types: instruction-level paral-
lelism (ILP), data-level parallelism (DLP), and task-level paral-
lelism (TLP). ILP is when multiple instructions are executed
in the processor in parallel, DLP is when multiple data ele-
ments undergo the same processing in parallel, and TLP is
when multiple threads or tasks run in parallel on the proces-
sor or platform. Note that TLP can be exploited inside a single
processor (intracore) or among processors (intercore).

Different SDR platforms exploit different types of parallel-
ism in a better or worse way. Next, we give an overview of
state-of-the-art multicore SDR platforms and highlight their
important features. In the section “Comparative Study of
Different Solutions,” we highlight the features of the different
platforms and summarize the pros and cons of the listed
SDR platforms.

IMEC’S BEAR PLATFORM
IMEC’s baseband engine for adaptive radio (BEAR) platform is a
multicore heterogeneous platform consisting of six cores and
two accelerators (see Figure 3). The six processors include three
ASIPs for coarse time synchronization (DFE), one ARM proces-
sor for control (ARM subsystem), and two architecture for
dynamically reconfigurable embedded systems (ADRES) proces-
sors (baseband engines) for baseband inner-modem processing.
The coarse time synchronization ASIP is a low-power very-long
instruction word (VLIW) with two scalar and three vector issue
slots. The ADRES processor is a coarse grain reconfigurable
array (CGRA) processor that is highly flexible and energy effi-
cient. More information on the ADRES processor template can
be found in [10]. The platform also contains accelerators for
Viterbi decoding [forward error correction (FEC) accelerators].
The ARM processor is capable of performing control on the
platform as well as to perform the MAC processing on the data
stream. All the different cores are connected via an advanced
microcontroller bus architecture (AMBA) for communication.
The BEAR platform offers a good mix of homogeneous
and heterogeneous intercore TLP. Both the ADRES as well as
the DFE processors have been designed to provide the appro-
priate mix of DLP and ILP for their corresponding tasks.
Since the outer modem processing requires low flexibility
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[FIG3] IMEC's BEAR SDR platform.

and high computation, it has been implemented as an ASIC
accelerator. The inner modem, which requires high flexibility
across different standards and inside one standard, has been imple-
mented as a programmable processor. More detailed measurement
results of the platform can be found in [6].

For the baseband processing, two ADRES processors are used.
One such ADRES processor is shown in Figure 4. Each of the dif-
ferent FUs in the ADRES processor supports single instruction
multiple data (SIMD) operations. Given that each ADRES proces-
sor offers ILP and DLP, and there are two such processors (TLP
can be also used), a good parallelization strategy is a must to
obtain an efficient mapping. Because the wireless application
domain offers all the three different types of parallelism, various
tradeoffs are possible on the type of parallelization strategy chosen,
and each choice would have a different cost impact. These tradeoffs

become even more varied when each standard to be mapped has
various different modes, each of which have different computation
and communication requirements.

SANDBRIDGE/SB3500

Sandbridge’s SB3500 [11], [12] is the latest SDR platform genera-
tion from Sandbridge. The block diagram of the platform is depict-
ed in Figure 5. This platform consists of four cores connected on
an AMBA bus. Similar to other SDRs the control and the manage-
ment of the platform is performed on the ARM processor. The
remaining three cores on the platform are custom cores from
Sandbridge called Sandblaster. Thus, the heterogeneity on this
platform is very limited, differentiating only between the control
(ARM) and the data processing (Sandblaster). All the inner- and
outer-modem processing is done on the three Sandblaster cores.
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[FIG4] IMEC's ADRES processor in the BEAR platform.

their contexts quickly. However, the
Sandblaster core has only limited ILP
where only four instructions can be
executed in parallel.

INFINEON MUSIC

Infineon’s MuSIC-1 platform [9] is a
heterogeneous multicore platform that
consists of various accelerators along
with four programmable cores. Each of
these four programmable cores pro-
vides DLP and is used for the inner
modem PHY processing with the help
of filter accelerators. The turbo/Viterbi
accelerators are used for performing
the outer modem PHY processing. The
block diagram of the platform is depict-
ed in Figure 6.

The multicore nature of the MuSIC-1
platform supports intercore TLP, which
allows the mapping of different tasks on
different cores. Similar to Sandbridge,
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[FIG5] Sandbridge SB3500 platform architecture.

Each of the three Sandblaster cores has support for
SIMD instructions and thus it can exploit the DLP available
in the application. Because the platform consists of three
data processing cores, inter-TLP among the different tasks
in the application can be also exploited on the platform.
Each Sandblaster core also offers a fine-grain intra-TLP
inside a single core. This intracore parallelism is also
referred to as “token triggered threading” (7°), which is a
form of simultaneous multithreading (SMT). Support for
SMT allows the core to switch between different threads and

ARM/UNIVERSITY OF
MICHIGAN'’S ARDBEG PLATFORM
ARM/University of Michigan’s Ardbeg
platform [14] consists of three proces-
sor cores. Two cores are allocated for
baseband processing and one core for
control. The platform also consists of a
turbo coprocessor for outer-modem processing (see Fig-
ure 7). The platform enables TLP to be exploitable between
the four functional blocks (control processor, two baseband
cores, and a turbo accelerator). Each of the baseband cores
is 512-b wide and is capable of performing 64-way, 32-way,
and 16-way SIMD on 8-b, 16-b, and 32-b data, respectively.
However, the baseband core does not allow a large amount
of ILP inside the core. The baseband processor is also used
to perform certain outer-modem functionality such as
Viterbi decoding.
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OTHER SOLUTIONS

Other platforms include Silicon Hive’s CSP SIMD Core Cluster

series [15]. These processors allow a large SIMD SIMD SIMD SIMD

mix of ILP and DLP that can be exploited Core 1 Core 2 Core 3 Core 4

in the processor. However, there is not Int eerfzfa ces 40K 40K 40K 40K BBSS
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processing would be mapped. Picochip’s I I I
PC205 [16] solution also offers a mix of FIR External i i : : Turbo/Viterbi
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However, this platform consists of a large
number of hardware accelerators that  [rGe] Infineon MuSIC-1 platform architecture.
pushes the platform towards a less flexible
solution. Ceva’s Ceva-XC platform [17] also
consists of a mix of DLP and ILP available
on the platform. The vector cores used on

the platform consist of special instructions Peripherals | DMAC Ardbeg System Cop-l;l:)rcbeossor
to accelerate the outer-modem processing. i i i
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DIFFERENT SOLUTIONS L1 Mem Execution Unit
Table 1 gives a comparative study of the Coritrol oM
parallelism offered by the different plat- Processor emory
forms. Each platform offers a different mix L1 Mem Execution Unit
of parallelism to the programmer. It is
interesting to note that all these platforms
offer a high- to medium-data level parallel- Ardbeg PE ¥
ism. This is largely because of the fact that 1,024-b 5196
DLP is an energy-efficient way to exploit SIMD RF SIMD Mult
parallelism and most standards offer data- 512-b
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of parallelisms are quite varied across the Mem ¢ 512-b ¢
different platforms. To reach the required Pred RF SIMD Shuffer
performance, each platform exploits differ- . Scalar-SIMD .
ent types of parallelism on top of the DLP. Transform Unit
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with the information available in the Mem AGUs
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public domain. Based on public informa-

tion, it is not clear what the precise set
of functionality is running on the plat-
form, what the duty cycle of the process-
ing is, what the area includes, what mode

it is measured under, and what level of power/area estimation
. .. . . [TABLE 1] COMPARISON OF PARALLELISM OFFERED
is used. Furthermore, the objective function that is even hard- BY DIFFERENT PLATFORMS (L: LOW, M: MEDIUM, H: HIGH).

er to compare is flexibility, platforms may have a specialized

[FIG7] ARM/University of Michigan’s Ardbeg architecture.

instruction set or accelerators that may heavily limit flexibility PLATFORM DLP ILP INTERTLP  INTRA TLP
to port another standard on it. CEVA-XC [17] M M L L
IMEC BEAR [6] M H M L
UMICH/ARM [14] H L L L
MAPPING FLOWS FOR MULTICORE ST-NXP [13] H L L L
RADIO ARCHITECTURES INFINEON'S MUSIC-1 [9] M M L M
. ) . . SANDBRIDGE'S SB3500 M L M H
As shown in previous sections, different state-of-the-art SDR (11} [12]

platforms exhibit different granularity and type of parallelism.
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Programming such radio architectures requires having an
appropriate mapping flow supported by the tools that can
explore TLP, DLP, and ILP. Mapping process starts from algorith-
mic specification of a radio standard that is tuned to a optimized
code utilizing DLP and ILP and keeping task distribution (TLP)
in mind.

SYSTEMATIC GLOBAL FLOW PRINCIPLES

FOR EXPLOITING PARALLELIZATION

As mentioned before, different types of parallelism can be exploit-
ed in the application: TLP, DLP, and ILP. These types of parallelism
have different granularity and impose different constraints on the
remaining part of the mapping flow. Because of its middle granu-
larity, ILP is the most restrictive type of parallelism and it should
be applied as the last step in the parallelization mapping flow.
Applying ILP too early can seriously restrict some TLP options.
For example, when applying the transformations to achieve a good
ILP in a certain part of the application, it might not be possible to
split this part to two separate tasks any more. Reversed ordering,
i.e., applying ILP after TLP, is less restrictive. DLP has the fine
granularity and thus it can be applied very locally. Still, when
exploiting ILP, DLP should be already explored. This can be moti-
vated by the fact that DLP can always be broken down into ILP and
not vice versa. However, DLP should be exploited in the individual
tasks, because different tasks can utilize different DLP strategies.
Thus, DLP exploration should be placed between TLP and ILP
exploration. TLP itself has two subclasses, interprocessor TLP,
which is TLP across several processor cores, and intraprocessor
TLP, which is TLP across several threads within one core. To per-
form interprocessor TLP first and then intraprocessor TLP is natu-
ral order as it provide the lowest constraints on the available
search space freedom. The tasks operating on different cores
should have minimal communication, whereas the tasks running
on different threads within one core can afford more communica-
tion overhead.

When exploiting TLP, functional and/or data split can be
applied. The functional split assigns different functionality to dif-
ferent tasks. The data split assigns different iteration ranges of the
same functionality to different threads. Also, a combination of
both is possible. A specific combination is task pipelining, when
different functionality in different iteration ranges is executed in
parallel. Data split in TLP might limit the DLP, however, the free-
dom for DLP is not so limited as it would be in reversed ordering.
This also confirms the need to apply TLP before DLP.

WORKLOAD ESTIMATION ISSUES

IN THE MAPPING FLOW

In the section “Systematic Global Flow Principles for Exploiting
Parallelization,” the flow requires an estimate of the workload for
load balancing in TLP and estimation of communication over-
head. This requires exploration of DLP and ILP first to obtain the
timing information. There are two possibilities that can solve this
issue. The first one is to utilize high-level estimators during deci-
sion on the TLP parallelization strategy. Those estimators provide
the designer with the upper and lower bounds of DLP and ILP.

The second possibility is to rely on an experienced designer that
can perform those estimations “in his head.” We can observe this
in most practical mapping flows. Even when we start with DLP
and ILP parallelism that can be exploited within one processing
core, we also implicitly explore TLP at the beginning of the flow.
This type of practical mapping flow was also confirmed by the
Multicore Association, which encompasses many important
industrial players [18]. If the designer is not experienced enough
and performs wrong implicit TLP exploration, he/she will enter in
the global loop where he/she has to return to the DLP or ILP
exploration when no satisfactory TLP solution has been found.
Those loops are, of course, too costly and are very rarely entered
by an experienced designer. However, it is still possible. The high-
level estimators can eliminate these errors and thus are a crucial
component for a more automated future mapping flows, especial-
ly when RT managers have to make these decisions (see the sec-
tion “Dynamic Scalability of Baseband Signal Processing: Impact
on Mapping”).

BEAR MAPPING FLOW

Every mapping flow starts with initial algorithmic specification
and ends with final implementation targeting the best perfor-
mance, energy and/or area on a given platform. During the
mapping flow, different transformations are applied that expose
certain properties of the application. In the BEAR mapping
flow, we have mainly focused on exposing parallelization at dif-
ferent granularity levels, that allows us utilizing the platform
resources efficiently. These transformations are orthogonal
with transformations targeting other issues such as optimizing
the memory hierarchy system [19], [20].

The BEAR mapping flow in Figure 8 starts with initial
MATLAB algorithmic specification. Then, high-level MATLAB
transformations are applied. Those optimizations allow effi-
cient C code generation later and also include global data-flow
and loop transformations [19], [20]. The code is quantized and
MATLAB to C conversion tool [21] is used to generate the C
code. The C code is split into kernels such as FFT, tracking,
channel compensation, demodulation, and skeleton code that
is calling these kernels. The skeleton code is cleaned, i.e., the
constructs not supported by the parallelization flow are rewrit-
ten (such as dynamic allocation). The kernels are optimized in
separate path. First, special intrinsic instructions of the target
ADRES processor [10] are used that allow SIMD operations.
After exploiting DLP, ILP is exploited by (low-level) loop trans-
formations such as loop unrolling, loop coalescing, if conver-
sion, code hoisting etc. Note the difference with the loop
transformations at MATLAB level that are applied more global-
ly, not only within one loop nest. Precompilation of the ker-
nels using our DRESC compiler [10] is ending the kernel
optimization process.

After kernel optimization, precompiled kernels can be
combined with the cleaned skeleton code resulting in efficient
sequential implementation that is profiled. To exploit TLP
across the kernels, we utilize our MPA in-house tool [22]. MPA
takes as input the sequential C code and a parallelization
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specification, based on which the parallel
code is generated. The synchronization
is automatically inserted in the parallel
code when needed to obey the original
dependencies. The parallelization specifi-
cation distributes each iteration instance
of the different kernel among the differ-
ent threads and/or processors (intra- and
inter-TLP). When knowing the durations

-
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profiling (see Figure 8), the performance
of the parallelized code can be rapidly
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experienced designer will have the possi-
ble parallelization specifications “in his
head” even before starting the DLP and
ILP exploration. After selecting the best
parallelization strategy, the parallelized
code is combined with the RT library to
bridge the MPA tool high-level applica-
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tion programming inteface (API) and the
platform low-level API to achieve the
final implementation. On the BEAR plat-
form, the threads and communication
between them is controlled by the ARM processor.

Our mapping flow allowed exploration of different paral-
lelization possibilities such as an antenna- and symbol-based
split for WLAN MIMO 2 X 2 40 MHz. It also allowed achieve-
ment of the real-time throughput behavior [23] and exploration
of the maximum feasible parallelism for increased number of
processing cores for the same application. We also experienced
the global loops in the flow that are mentioned in the previous
section. When we first optimized the kernels for DLP and ILP
with focusing on per-symbol TLP split [23], it was not feasible
with the same DLP and ILP solution to perform the antenna
TLP split. The mapping flow can be used as in multiprocessor
context (inter-TLP) so in multithreading context (intra-TLP).

SANDBRIDGE MAPPING FLOW

In the case of the Sandbridge architecture described in the sec-
tion “Sandbridge/SB3500,” not many details are available on a
full methodology. Based on the mapping strategies described in
[24] and [25], it is clear that the intercore thread-level parallel-
ism is first exploited, followed by intracore thread-level parallel-
ism. The process of deciding on the intracore threads is
fine-grained compared to other platforms as the Sandbridge
processor exploits the 7° technology. The T3 technique allows
quick context switches among multiple threads on the same
core to up to eight threads on a single core. After deciding the
inter- and intrathreads, the data level and the instruction-level
parallelism is finally exploited. The decision on the paralleliza-
tion strategy and the parallelization itself is left to the developer.

[FIG8] BEAR mapping flow.

TEXAS INSTRUMENTS’ ALGORITHM

ARCHITECTURE MATCHING METHODOLOGY

The algorithm architecture matching (AAM) methodology
developed by Texas Instruments maps an algorithm that is
described as a graph to a physical architecture given a set of
constraints [26]. The architecture is described as the architec-
ture graph in which vertices represent operators (DSP cores)
and the edges represent communication. The AAM methodology
takes the two graphs and set of constraints and it performs
placement and scheduling of the algorithm graph nodes over
architecture graph nodes. This resembles IMEC’s dynamically
reconfigurable embedded system compiler (DRESC) modulo
scheduling approach [10], but on a much coarser level. The
architectural nodes in AAM are complete DSP cores where as in
the DRESC, the architectural nodes are FUs in the CGRA part of
the processor.

The AAM methodology is employed using the parallel real-
time embedded executives scheduling method (PREESM) tool.
Even when the tool can generate code, the input of the tool has
to be described as a synchronous data flow (SDF) graph, which
is increasing the manual effort during the mapping process. On
the other side, once the SDF graph is present, the exploration
for different architectures is straightforward. Of course, appro-
priate architecture graphs have to be present.

INFINEON MUSIC MAPPING FLOW
For the MuSIC platform described in the section “Infineon
MuSIC,” the mapping flow starts from a functional C
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description of the complete
standard. This is further refined
by choosing the right paral-
lelization strategy in both the
thread level and data level [27],
[28]. The DLP parallelization
(SIMD) is then exploited using
extensions to the C language
as described in [29]. As mentioned in the section “Workload
Estimation Issues in the Mapping Flow,” the SIMD estima-
tions are performed in the head of the designer before per-
forming the thread-level parallelization. The DLP
parallelization (using SIMD instructions) itself is performed
manually, which is often common in most design flows.
Furthermore, the MuSIC platform also has a lightweight
real-time operating system (RTOS) called ILTOS to enable
multithreaded programming. The API of ILTOS provides
basic functions for thread administration, memory manage-
ment, synchronization etc. Communication API is similar to
the API provided by IMEC’s MPA tool.

SPEX—A PROGRAMMING

LANGUAGE FOR SDR

SPEX [30], from the University of Michigan, is an object-ori-
ented programming language based on C+ + semantic target-
ing the SDR platforms. Three additional keywords are added
to the language kernel, stream, and synchronous to distin-
guish the sequential C kernels in the application, concurrent
data streaming, and discrete real-time computations. This
provides a clear interface among the DSP algorithm descrip-
tion in kernel SPEX, parallel execution in stream SPEX, and
system integration in synchronous SPEX. The different SPEXs
are compiled by different compilers in different phases of the
mapping; kernel SPEX with the SIMD and VLIW compiler,
stream SPEX with the data flow compiler, and synchronous

Kernel SPEX
Class viterbi { SIMD and

vec metric VLIW
void acs (vec in); Compiler

SIMD
Operations
with VLIW
Scheduling

>

}

Kernel

Profile &
Stream SPEX ~ Info
Data-Flow
Compiler

Stream
Profile &
Stream SPEX Info

Processor
Mapping and
Stream

Scheduling

Real-Time Real-Time
Compiler Schedule

[FIG9] SPEX design flow [30].

THE FAST EVOLUTION OF WIRELESS
STANDARDS HAS CAUSED A SHORTER
TIME-TO-MARKET, WHICH
MAKES A PROGRAMMABLE SDR
SOLUTION ATTRACTIVE.

W-CDMA
é Execution
Binary

SPEX with the real-time com-
piler. The SPEX flow is shown
in Figure 9.

We consider this approach
similar to our BEAR baseband
mapping flow approach (see the
section “BEAR Mapping Flow”).
The kernel approach is similar
to IMEC’s approach where kernels are optimized and precom-
piled by the DRESC. The stream SPEX can be compared to the
mixture of the parallelization phase in BEAR flow (using MPA)
and the first part of system integration phase. Synchronous
SPEX can be considered the last phase of the IMEC system inte-
gration step.

OTHER MAPPING FLOWS

In a task-transaction level (TTL) methodology [31] developed at
University of Twente and Philips Research, an application is mod-
eled as a task graph, where a task is an entity that performs com-
putations. The implementations are encapsulated in TTL shells
that are exposed to the platform. The TTL approach raises the level
of the abstraction, and it tries to close the gap between application
models used for specification and the optimized implementation of
the application by its combination. However, it seems that the
placement and scheduling process it manual to the large extend
compared e.g., to the AAM approach described in the section “Texas
Instruments’ Algorithm Architecture Matching Methodology.”

COMPARISON OF DIFFERENT MAPPING FLOWS

In previous sections, we first looked at the SDR mapping
methodology from the meta-level perspective and then pro-
vided instantiations developed by different groups for differ-
ent SDR platforms. The common drawback we see for most of
the methodologies is either the need for graph description of
the application (e.g., AAM) or just providing programming
models for the SDR mapping (e.g., TTL)
without any tool support. Both
approaches can result in tedious and
error-prone mapping. Also, most meth-
odologies focus only on mapping for a
particular homogeneous system (e.g.,
SPEX is targeting multicore SIMD DSP
processor platform only) and we miss
heterogeneity of given solutions.
Currently this is the main challenging
task we foresee in the SDR mapping.
Some attempts have been made recently
to cover this gap, i.e., extend the
OpenMP for heterogeneous multicore
systems [32]. In this context, we see the
BEAR mapping flow as one of more com-
plete solutions. Even though some parts
of the flow are fully manual, the critical
parts of the mapping are automated and
tool support is present.
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FUTURE RESEARCH DIRECTIONS: MOVING TOWARD
DYNAMIC MULTICORE COGNITIVE RADIO PLATFORMS
Multicore SDR and the associated mapping techniques enable
applications that were not feasible in the single-core SDR era.
In the following sections, we will discuss the trends that are
enabled by multicore SDR. First, we will focus on concurrent
data streams/connections and their impact on RT manage-
ment. Then we will highlight dynamic scalability of wireless
systems and its impact on mapping. Finally, we will tackle new
complexity challenges for fourth generation (4G) and beyond,
multiuser and network MIMO, and spectrum sensing.

CONCURRENT MULTIPLE CONNECTIONS/STREAMS

MOTIVATION

In the past, the management of concurrent data streams or con-
nections mostly happened for SDR base stations. However, this
functionality of management of concurrent streams is moving
to the mobile terminals as well. For instance, a mobile terminal
may need to stream encoded music data from a WLAN connec-
tion, and the decoded music needs to be sent to a wireless ear-
phone with a Bluetooth link. The scenario of voice over Internet
protocol calls with a wireless earphone is very similar. In many
other cases, although multiple data streams are not explicitly
visible for the user, the baseband processing still needs to tackle
multiple connections with different streams of raw data. For
instance, when the user is browsing the Internet with the
WLAN connection of his or her mobile, in the background the
mobile may be continuously ranging and synchronizing with
multiple base stations for cellular links such as LTE or LTE-
advanced. In the long term, tackling concurrent connections
and streams will become even more important. In future wire-
less mesh and ad-hoc network, terminals may need to relay
multiple data streams in the background, whereas the fore-
ground data streams still have to be guaranteed. Clearly, tack-
ling multiple connections and data streams simultaneously will
be essential for future SDR devices.

IMPACT ON RT MANAGEMENT

Multiple streams and standards operation on the SDR plat-
form in parallel will have also an impact on the RT manage-
ment of the platform. The platform control should be more
distributed compared to today’s centralized control. The plat-
form and the platform control should support coexistence of
multiple standards and the hand-over between the standards.
We foresee the flexibility supporting this during the RT in the
next three planes.

The multistandard plane supporting concurrent run of
multiple standards in parallel ensures that each standard can
run on separate processor core and/or as separate threads
within a core, if the core can support intraprocessor TLP.
Note that a standard can be distributed across several threads
and/or cores.

The horizontal plane ensures the flexibility and implemen-
tation scalability of a standard (within a given mode). For

example, there are several possible implementations of WLAN

MIMO 2 X 2 40 MHz, resulting in energy-time-area tradeoff,

where one implementation can be energy efficient but not so

performing as other, energy-hungry implementation. The
implementations can differ also in code size that is reflected
in the area axis of the tradeoff.

The vertical plane ensures mode scalability of a standard,

i.e., that we can switch among different modes of the given

standard. A typical example is the single input single output/

MIMO mode support where a decision is made based on the

incoming signal field (in the case of WLAN).

Those planes are important also in a hand-over scenario,
where the situation could be as follows. One standard that is
running on the platform scales down (horizontal plane) to free
space for the second standard. For a certain period of time, the
two standards run parallel and the hand-over will happen. Then
the first standard is stopped and the second standard is scaled to
all available resources. Thus, the hand-over issue is naturally
connected to concurrent connections and RT support for the
future platforms should be adapted to this.

DYNAMIC SCALABILITY OF BASEBAND

SIGNAL PROCESSING: IMPACT ON MAPPING

In wireless systems, both the environment and the user
requirement contain abundant dynamics. First, the environ-
ment is inherently time varying, e.g., channel conditions,
interferences, and spectrum utilization. In addition, the user
requirement also contains lots of dynamics, e.g., data rate, tol-
erable error, tolerable jitter, and tolerable latency. Baseband
with dynamic scalability can adjust processing complexity
according to the above dynamics [33]. For instance, the search
range of nonlinear MIMO detectors, the modulation accuracy
of orthogonal frequency division multiple access modulator,
and the tracking strength of channel estimators can be adjust-
ed based on different metrics or requirements. These adapta-
tions will lead to heavily reduced computations and memory
accesses, which eventually translates into substantially reduced
average energy consumption.

Although such dynamic scalability can improve energy effi-
ciency, it imposes many challenges on multicore mapping.
Importantly, the work load of tasks are not completely deter-
ministic anymore, it will depend on channel conditions and
input data. This brings complex situations when handling real-
life baseband signal processing on a multicore platform. Worst-
case mapping would suffer severely from efficiency, therefore a
mix of design-time and RT decisions would be needed to reach
an efficient solution.

NEW COMPLEXITY CHALLENGES

BASEBAND COMPLEXITY OF 4G AND BEYOND

International Mobile Telecommunications-Advanced (IMT-
Advanced), has already initialized massive effort for the
evolution beyond the 3rd Generation Partnership Project
(3GPP), LTE, and IEEE802.16e. The planned improvement
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spreads over system architec-
ture, radio resource manage-
ment, MAC scheme, and air
interface. Regarding the air
interface, it is clear that very
large bandwidth (e.g., 100
MHz) and larger MIMO systems (e.g., 4 X 4 or even higher)
[34] will be implemented. This increased bandwidth directly
translates to a complexity challenge that requires multiple-
core baseband platform and efficient mapping therefore
becomes more crucial.

To enable this, there is a need for further improvement in
the platform architecture as well as in the algorithms to obtain
the best combination of architecture and algorithm. Better use
of the parallelism is definitely one of the key challenges to be
addressed. Importantly, future algorithmic engineering will
have to take into account architecture characteristics from the
very beginning of the mapping flow, to ensure that TLP, DLP,
and ILP can be effectively exploited in later mapping steps.

MULTIUSER MIMO AND NETWORK MIMO

Multiuser MIMO and network MIMO have been considered as a
promising candidate technology for highly spectrum efficient
wireless systems. Whereas traditional MIMO leaped from the
traditional multipath avoidance and compensation paradigm to
the multipath exploitation paradigm, multiuser MIMO and net-
work MIMO jump one step further, shaping interference and
exploiting interference. However, such a new paradigm brings
higher spectrum efficiency at the cost of significantly increased
computation complexity. For multiuser MIMO, the condition
or capacity of many user-specific MIMO channels have to be
analyzed, steered, or compensated. Complex signal processing
algorithms, such as eigenvalue spread analysis, will become
necessary. For network MIMO, joint processing and detection
will increase the dimension of signal processing, the increment
of complexity would be orders of magnitudes.

SPECTRUM SENSING

One of the key enablers of next-generation cognitive radio sys-
tems would be “spectrum sensing” [1], [35]. This would imply
that each of the different users would be able to sense the
spectrum usage in the air and use the spectrum that would be
the most optimal in a more dynamic way. This would enable
each user to use the spectrum in a more effective way. Various
standardization efforts like IEEE 802.22 [36] are currently in
progress to standardize cognitive radio and sensing require-
ments. This may not only happen in the digital TV bands but
spectrum sensing would also help a better coexistence scenari-
os between various standards like 802.11 and 802.15.4. Such
spectrum sensing techniques would also bring higher levels of
dynamism and complexity to the mobile terminal.

CONCLUSIONS
In this article, we provided an overview of multicore architec-
tures for future SDR platforms and their mapping flows. First,

CLEARLY, FUTURE MULTICORE SDR
DEVICES WILL BE ESSENTIAL FOR
TACKLING MULTIPLE CONNECTIONS AND
DATA STREAMS SIMULTANEOUSLY.

we motivated the need for scal-
able and reconfigurable het-
erogeneous multicore SDR
platforms driven by technology
constraints, user demands, and
business aspects. We also high-
lighted the urgent need for appropriate mapping flows when
mapping on those platforms. Then we gave an overview of the
most popular multicore SDR platforms on the market with a
short comparative study among them. In the mapping flow
section, we started a discussion on general mapping flow going
to different instances of the mapping flows. Finally, we dis-
cussed the new aspects and applications the multicore SDR era
with proper mapping flow will bring.
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An Advantageous
Rotoscoping Method

Demonstrating how multicore
processors can be applied to
practical applications

otoscoping is a very old,
complex, and time-con-
suming post-processing
technique used by an ani-
mator to manually pro-
duce segmentation masks for a video
sequence. Specifically, it is the act of
tracing or outlining objects that appear
in the frames. Doing so on a frame-by-
frame basis means that a couple minutes of
footage will require many hours of work.
Tracing or outlining objects that appear in
frames is done for a number of reasons, but it is
generally to apply special effects to a scene. For instance,
the 2006 film A Scanner Darkly uses rotoscoping to make
the live action film appear animated. Rotoscoping can also be
used to manually generate mattes, i.e., masks, in scenes where
it may be impossible to use other methods, such as chromakey
(colloquially known as “green screen”). Furthermore, most
objects tend to have highly complex and irregular shapes (e.g.,
people, animals, and foliage). This makes it difficult for an artist
to use tools such as Bézier curves to properly produce the
required masks.
In this article, we present a rotoscoping method that takes
advantage of ubiquitous multicore processors such as GPUs to
assist an artist with the rotoscoping process. We have imple-

Digital Object Identifier 10.1109/MSP.2009.935392

~ ©PHOTO F/x2

mented this rotoscoping method as a plug-in to a commercial
compositing application to demonstrate how multicore pro-
cessors can be applied to practical applications.

INTRODUCTION

Recently, rotoscoping has been applied to the problem of con-
verting a conventional image sequence into a stereoscopic
image sequence [1] (also referred to as “two-dimensional (2-D)
to three-dimensional (3-D) image conversion”). Rotoscoping is
used to extract all of the key objects in the scene so that they
can be manipulated to produce the left and right eye image pair.
This particular application of rotoscoping is more difficult than
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other applications since it
requires a high degree of accu-
racy when describing the object
boundaries. If the boundaries
are not accurate, visual aberra-
tions, such the background
appearing to be the same depth as the foreground, can occur.

Traditional rotoscoping methods use parametric curves,
such as Bézier curves [2], to describe the object boundaries
rather than having the artist generate each matte from
scratch. The curves themselves are described by control points,
which are placed by the artist at specific locations on the
object boundary. The shape of the curve between control
points is specified by handles that represent the “in” and “out”
tangents of the curve. Figure 1 demonstrates the basic setup of
a parametric curve. Because only the control points are speci-
fied, the artist only has to manipulate those points rather than
attempt to draw the entire matte manually.

Unfortunately, arbitrarily complex shapes are not easily
described by parametric curves. Sharp corners (such as an
N-sided polygon) require their own control points since each
corner represents a discontinuity in the first derivative of the
function describing the object’s shape. Therefore, many con-
trol points are required to adequately describe such a bound-
ary. This makes the process more difficult since the artist must
now keep track of these points over many frames.

A number of methods have been proposed to assist with the
rotoscoping process. Some methods actively modify the points
laid down by the artist and use optical tracking methods to
adjust the curve between keyframes [3]. Other methods [4] use
“active contours” [5] to produce a time-varying mask based on
the initial curve. The main disadvantages of these methods are
that they are either difficult to correct or require an experi-
enced user. Our proposed method [6] simply corrects the curve
laid down by the animator and trusts their judgement on the
locations of the control points.

ASSISTED ROTOSCOPING

Our assisted rotoscoping method is based on the random walks
framework by Grady et al. [7], [8]. Certain properties of the
algorithm make it very useful for rotoscoping applications. In
particular, since it is the solution to a system of linear equa-
tions, it is highly amenable to parallel implementations.
Furthermore, it is a locally operating algorithm in that uncon-
nected pixels do not affect each other. Unfortunately, random
walks is rather susceptible to noise, so we augment the algo-
rithm with noise filtering to make it more robust [9].

RANDOM WALKS

Random walks treats an image as an undirected, N-connected
lattice (grid) with the adjacency matrix A. Each edge in the
graph, G;; is weighted by the function

2

Gy = 1 + exp{ Bd;}’ ()

A KEY CONSIDERATION
FOR ANY ROTOSCOPING ALGORITHM
IS HOW IT TREATS THE CONTROL POINTS
LAID DOWN BY THE ARTIST.

where d;; is the normalized
Euclidean distance between
two color vectors. The distance
function is normalized so that
0 = dy = 1, to make the algo-
rithm invariant to the data
being processed. Therefore, the operation of the algorithm is
not dependent on the type of data being sent to it.

As stated in [7], the random walks algorithm is simply the
solution to the linear system

LX=70, @)

u

where L = deg(A) — A, i.e., the Laplacian matrix of the image
graph and L, is the submatrix for just the unknown nodes.
The vector, 7, is the vector of unknown values and B is the
boundary vector. The boundary vector is defined as

b =-L5, 3)

where 5 is the vector containing the initial (i.e., boundary)
values of known nodes. Once the linear system has been
solved, the resulting vector % contains the likelihood of each
pixel being a member of the foreground or background. We
refer to this as a potential map, denoted by Plx,y]. Please
refer to [7] and [8] for a full derivation of the algorithm.

EXTENSION INTO SCALE SPACE

To improve the performance of the algorithm in noisy condi-
tions, we extend the algorithm so that it operates on a scale
space. Scale space is a form of multiresolution signal analysis
where the signal is filtered through a series of isometric
Gaussian kernels [10]. This allows the analysis of the image
across multiple scales so that structures of varying size can
be examined.

A useful property of scale space is that it preserves overall
structure across multiple scales. Therefore, it becomes possi-
ble to use scale space to preserve overall image structure while
also filtering out noise. We do this by generating a Ng-scale
scale space, S, for some set of scales, o, and linking them in a
3-D structure as shown in Figure 2.

Random walks is then applied to this 3-D structure, pro-
ducing a potential map for each scale in the scale space. This
potential scale space, P, is reduced to a single potential map
through the use of a geometric average such that

Tangent In
Aa End Point

Start Point m
Tangent Out

[FIG1] An example of a parametric curve. The arrows indicate
the curve direction while the dashed lines indicate the tangents
at the control points.
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where Plx, y|k] is the potential map at scale k. We refer to this
augmented algorithm as scale-space random walks (SSRW).

ROTOSCOPE LABELING

A key consideration for any rotoscoping algorithm is how it
treats the control points laid down by the artist. Our method
respects these points by generating a labeling in such a way that
the location of curve is free to vary but the points may not.
Figure 3 shows how this labeling is constructed.

It should be noted that while
the presented labeling assumes
a linear interpolation between
the two control points, this
does not, in fact, have to be the
case. If the curve is not linear
then the unknown region simply follows curve. This allows the
artist not to have to use an arbitrarily large unknown region for
a curved shape.

Consider the trivial example presented in Figure 4(a). Here,
the control points are not on the boundary so the estimated
curve at those points is erroneous but the remainder of the
curve is not. Figure 4(b) shows the result when the control
points are on the boundary. As expected, there is no error in
the boundary.

The returned potential maps, shown in Figure 5, show how
this labeling produces these results.

Coarse Detail Scale

Fine Detail Scale

[FIG2] Scale-space graph structure.

Control Foreground
Point
Tolerance
Background

[FIG3] Labeling used for assisted rotoscoping.

A USEFUL PROPERTY OF SCALE SPACE
IS THAT IT PRESERVES OVERALL
STRUCTURE ACROSS MULTIPLE SCALES.

In effect, this labeling acts very much like the conventional
trimap used in image segmentation and alpha matting algo-
rithms. The difference, however, is that control points are
respected due to the “pinching” at those points.

In cases where an image has been corrupted by noise, we
use SSRW rather than random walks. Noise may result from
either limitations in the technology used to capture the data,
such as the low-cost complimentary metal-oxide-semiconduc-
tor sensors inside of cell phone cameras, or being added
intentionally for artistic effect, such as film grain. Figure 6
shows how SSRW can be used to significantly improve the
segmentation quality on an image corrupted by Gaussian
noise with a variance of 0.01
and a mean of zero.

Applying this labeling to an
entire path (i.e., a collection of
points and their connecting
curves) is trivial. Each curve in
the path can be treated independently of every other curve and,
as such, the labeling is simply applied to each curve. Figure 7
shows how this is achieved.

The purpose of this labeling scheme is primarily for ease
of use. The labeling operates on the path laid down by the
rotoscoping artist. Therefore, the artist does not require any
specialized training to use this assisted rotoscoping method.
In fact, the artist merely has to be familiar with the applica-
tion used for the rotoscoping. The assisted rotoscoping
method can then be implemented as a plug-in inside of
that application.

(a) (b)

[FIG4] Segmentation results for accurate and inaccurate control
points: (a) erroneous control points and (b) accurate control points.

(a) (b)

[FIG5] Potential map for the segmentations shown in Figure 4:
(a) erroneous control points and (b) accurate control points.
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The fact that this rotoscop-
ing method can be easily
implemented as a plug-in
should not be downplayed.

(CGM) [12] for a number of
reasons. First, it has relatively
low memory requirements.
This is important when con-

MORE COMPLEX CALCULATIONS,
SUCH AS MATRIX-VECTOR AND MATRIX-
MATRIX MULTIPLICATION CAN ALSO BE

SPED UP IN A MANNER SIMILARTO A

Many of the tools used by
rotoscoping artists, such as
keyframing, curve creation/
editing, and so forth, are non-
trivial to implement. Commercial compositing applications
provide much of this functionality for “free,” making them
desirable as part of an implementation.

GPU IMPLEMENTATION

A useful property of linear algebra is that many calculations can
be done in parallel. A canonical example is the dot-product
between two D-dimensional vectors ¥ and ?, defined as

D-1
X ? = Exiyi- (5)
i=0

Computing a dot-product requires D(D — 1) operations mak-
ing it O(D?) in time on a serial processor where each operation
has be done sequentially. However, on a multicore processor
[such as a graphics processing unit (GPU)], operations can be
done in parallel. Therefore, the dot-product is decomposed into
two stages.

First, the vectors are multiplied in a pair-wise fashion to pro-
duce an intermediary vector, ?, such that

Zi = XiYi (6)

Because the multiplication is pairwise, each element can be
computed in parallel. To find the value of the dot-product, Zis
“reduced” by summing pairs of elements to produce a new vec-
tor, ?1,2, half the length of Z. This is repeated until the result-
ing vector is of length one (Figure 8). This procedure, known as
a parallel reduction [11], is an O(Ig D) operation.

Note that even though the same number of operations are
being performed, the time complexity has dropped significant-
ly due to the parallel nature of the processor being used. This
makes parallel processors an attractive option for implement-
ing these types of calculations. The GPU is simply one type of
parallel processor and this reasoning can easily be extended to
field-programmable gate arrays, multicore central processing
units (CPUs), or any other multiprocessor architecture.

More complex calculations, such as matrix-vector and
matrix-matrix multiplication, can also be sped up in a manner
similar to a parallel reduction. The key is identifying what oper-
ations are independent and which ones are dependent. Even
very complex operations, such as solving a linear system can be
broken down into smaller, simpler operations that can be imple-
mented in a parallel fashion.

LINEAR SYSTEM SOLVER
While there are a number of different methods for solving a
linear system, we chose to use the conjugate gradient method

PARALLEL REDUCTION.

sidering a GPU implementation
since the memory require-
ments are quite strict. Second,
it has seen an early GPU imple-
mentation [13], where 3-D graphic libraries were used rather
than a dedicated application programming interface such as
Compute Unified Device Architecture (CUDA). Finally, it has
already been used in a previous random walks implementation
[7]. For these reasons, the CGM was a natural choice as the
system solver.

The CGM itself is composed of vector-vector additions,
dot-products, and matrix-vector multiplications. The algo-
rithm is iterative, meaning that the solution is incrementally

E VEEP VB

(a) (b)

[FIG6] Segmentation of a noisy image using random walks and
SSRWs: (a) random walks and (b) SSRWs.

___________________ - Outside of Object

. Original Spline

[FIG7] Application of the labeling shown in Figure 3 to an
entire path.

7
Z 'Y

2

Zy+ 2Zy+ 2o+ Z3

Z3

[FIG8] Example of parallel reduction.
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[FIG9] Screen capture of the plug-in.

updated until some error term has been minimized. When
performing the CGM, there are three basic stages: compute
the solution, calculate the error in the solution, and deter-
mine how best to update the solution. Because these three
stages are sequential, the entire CGM cannot be implement-
ed in a parallel fashion.

However, because the CGM is composed of easily parallel-
ized vector operations, it can still benefit from a GPU imple-
mentation. What a parallel implementation will do is speed up
the individual operations and not the CGM itself. In other
words, given the same system, a serial processor and a multi-
core processor will still take the same number of iterations to
complete. However, the parallel version will complete those
iterations faster since the individual operations themselves are
executing much more quickly.

APPLICATION PLUG-IN
The assisted rotoscoping method was implemented as a plug-
in to Adobe After Effects, a popular compositing application.

(b)

[FIG10] Plugin operating modes: (a) edit model and
(b) mask model.

After Effects was able to han-
dle the generation of the
rotoscoping paths and the
animation of the control
points. It also presented an
efficient way to read and write
image data. Figure 9 shows a
screen capture of the plug-in
operating in After Effects.

The plug-in is designed to
present a natural interface to
the artist. The artist can lay
down their curves without
having to be specifically con-
cerned with the plug-in itself.
Once the plug-in is loaded,
the artist is presented with an
overlay that displays the width
of the unknown region
[Figure 10(a)]. By using the
provided controls, the artist is
able to adjust the width before
generating the final mask
[Figure 10(b)]. While not
shown, it is possible for the artist to also view the probabilities
that generated the particular segmentation.

All of the back-end processing (i.e., solving the SSRW sys-
tem) was all done through Nvidia’s CUDA library. We chose
this library since it is well supported and CUDA-enabled
graphics cards are common. This was a pragmatic choice and
does not preclude the use of other libraries, such as the
cross-platform OpenCL. A future implementation may use
OpenCL since it is designed to take advantage of any multi-
core hardware, be it CPU or GPU.

For implementation reasons, we developed our own linear
algebra routines but libraries have been developed so a user
does not have to start programming from scratch. For exam-
ple, the MAGMA project [14] is a dense linear algebra solver
that is being developed to operate across multiple architectures
while CULA [15] is a linear algebra library developed specifical-
ly for CUDA. As multicore processors become more prevalent,
more and more libraries will be developed.

The actual performance is heavily dependent on the length
of the curve and the hardware being used. Intuitively, the longer
the curve, the more nodes that need to be solved for. Similarly,
more powerful GPUs contain more processing cores, allowing
for more elements to be processed in parallel. As a result, the
individual calculations are faster and the algorithm converges
more quickly.

Currently, the plug-in processes each curve in the path
sequentially. For example, if the original mask is composed of
five curves and if each curve takes a relatively quick 250 ms to
process, then processing the entire path (all five splines) will
take 1.25 s. The majority of the delay in user interaction actually
results from this implementation choice. Therefore, even if the
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average computation time per
segment is small, the overall
computation time increases lin-
early with the number of curves
in the path. This delay is very
noticeable and can dramatically
slow down a user’s workflow.

However, by recognizing each curve is independent from
every other curve, all of the linear systems for each of the NV
curves, Ly, Ly, ..., Ly, can be combined into one “super-
system,” L, such that

0 - Ly

This system can then be solved using the CGM as before. The
difference is now that all of the curves (i.e., the entire path) will
be computed in parallel, providing a significant speedup. We
intend to apply this optimization to future implementations of
the plug-in.

CONCLUSIONS

We have shown how a multicore processor can be used in a
practical application that is transparent to the user. Through
CUDA, we used the processing power contained in a GPU to
accelerate an assisted rotoscoping algorithm. Furthermore,
using a GPU means that no special hardware is required by
the end user. Because GPUs are present in most commercially
sold computers, leveraging their computational power is
highly desirable.
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MATLAB for Signal
Processing on
Multiprocessors and

Multicores

A review of
three variations
of multiprocessor
parallel MATLAB

ATLAB is a popular
choice for algorithm
development in signal and
image processing. While tra-
ditionally done using sequen-
tial MATLAB running on desktop systems, in recent
years there has been a surge of interest in running
MATLAB in parallel to take advantage of multiprocessor and
multicore systems. In this article, we discuss three variations
of multiprocessor parallel MATLAB, two of which are available
as commercial, supported products. We also consider running
MATLAB with key computations speeded up using multithread-
ed computations on multicore general-purpose graphical pro-
cessing units (GPGPUs). Two signal processing kernels (fast
Fourier transform (FFT) and convolution) and two full applica-
tions [synthetic aperture radar (SAR) imaging and supercon-
ducting quantum interference devices (SQIF)] are used to
illustrate the use of parallel MATLAB.

Digital Object Identifier 10.1109/MSP.2009.935421

~ ©PHOTO F/X2

INTRODUCTION

Developments in microprocessor technologies have resulted in
most processors having multiple computing cores in a single
chip. As a result, today’s distributed memory high-performance
computers (HPCs) have multiple central processing units
(CPUs) (2-4) in each node, with each CPU having multiple cores
(2-8). The typical programming methodology for such distrib-
uted memory HPCs is using some form of a message passing
paradigm, typically message passing interface (MPI). On the
other hand, GPGPUs and graphics processing units (GPUs) are
emerging as an alternative architecture for many computation-
ally intensive tasks, including signal processing. GPGPUs have
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large number of processor cores

(up to 240 in some NVIDIA

GPUs) and are typically pro-

grammed using threads.

MATLAB is a popular choice for

algorithm development in signal and image processing, and it
has been traditionally used on desktop systems. Parallel MATLAB
has been actively developed over the past several years, and
there are several commercial and academic versions available
[1]-[5]. Using MATLAB with GPGPUs is a relatively recent
development, and the products are not as well developed. The
options for multicore GPGPUs are the following: a) create and
compile CUDA-based MATLAB executable (MEX) functions [6]
or b) use MATLAB add-ons such as Jacket [7] or GPUmat [8],
which aim to accelerate MATLAB functions. Signal processing
algorithm developers who use MATLAB need to know the differ-
ent options and tradeoffs to stay productive.

In this article, we walk the reader through the following dif-
ferent multiprocessor MATLAB choices:

Parallel Computing Toolbox (PCT) and the MATLAB

Distributed Computing Server (MDCS) [9]

Star-P from Interactive Supercomputing Inc. [10]
pMATLAB/bcMPI from MIT Lincoln Laboratories/Ohio

Supercomputer Center (OSC) [11], [12].

We then look at different multicore MATLAB choices for a)
CUDA-based MEX functions and b) MATLAB add-ons. For each
of these technologies, we compare individual programming
effort and performance improvements observed with popular
signal processing kernels and applications. The main message
for the reader is that it is possible to exploit today’s multicore
and multiprocessor systems to effectively simulate signal pro-
cessing problems that are large in memory and/or computation
requirements, while staying in the familiar MATLAB environ-
ment. The required changes to sequential MATLAB code are
usually quite small and can be performed with ease. As the mul-
ticore and multiprocessor implementations reported in this
article have been carried out on different systems and for differ-
ent problem sizes, the results are not compared directly.

MULTITHREADING IN MATLAB

The simplest approach to leveraging multiple processor cores in
MATLAB is through the use of multithreading. Since MATLAB
supports multithreading natively [13], this approach is a simple,
nonintrusive way to leverage multiple cores on a system. This
type of multithreading can be broadly compared to the OpenMP
[14], [15] approach to parallelism. The built-in multithreading
in MATLAB does not require any intervention on the part of the
user and is enabled by default. However, the maximum number
of parallel threads cannot exceed the number of cores available
on the system. The performance gain obtained by using multiple
cores on a single system are also limited and vary based on the
specific computation as well as the data size. Figure 1 illustrates
this point. On a 16-core system, a maximum speedup of slightly
over seven was seen for the multiplication and sgrt operations.
Conversely, the trigonometric function sin() has a speedup of

slightly under three. This test

was performed on a four-socket

quad core AMD Opteron-based

system with 64 GB of RAM run-

ning Red Hat Enterprise Linux.

While multithreaded computations are the easiest entry into

parallel computing with MATLAB, performance gains are usual-

ly limited. This approach should only be viewed as a first step in
improving the code performance.

MULTIPROCESSOR MATLAB

The most common approach to overcoming the performance
limitations of sequential MATLAB involves distributing an
application over multiple nodes of a commodity computing
cluster. Typical performance limitations for sequential MATLAB
can be broadly classified into two areas: capacity and capability.
The problem of capacity manifests itself as the inability for exist-
ing hardware and software to perform the desired computations
in a practical amount of time. For example, this can include
parameter sweeps that may take days or weeks that thus limits
the range of analyses performed. Similarly, the data being
collected may be so large that it is not feasible to analyze the
complete data set in any reasonable manner. In these cases,
while the existing hardware and software are capable of per-
forming the desired analysis, it may not be practical to run the
entire computation. The problem of capability is brought about
by the actual physical limitations of the system. Thus, issues
related to the total memory on a system or processor speeds
may limit the amount of analysis performed. While this problem
can be solved in a limited way by system upgrades, there is an
upper limit to this approach that is dictated by technology and
cost factors. In the case of such problems, the problem may be
split up into smaller, more manageable chunks that can be per-
formed in parallel.

PARALLEL COMPUTING TOOLS FOR MATLAB

There are several options for leveraging the availability of multi-
ple processors and multiple cores to solve the performance limi-
tations in serial MATLAB. These range from utilizing multiple

Speedup
N w o~ 00 N

*

* \' qgr Ilu sin A sgrt

[FIG1] Relative speedup using 16 threads on a 16-core, four-
socket system with the built-in multithreading in MATLAB.
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cores on a single processor to
leveraging hundreds of proces-
sors on a HPC-distributed
memory cluster to split up the
problem. Based on the type of
analysis being done, one or
more of the approaches may be
ideally suited to the problem. In
[1] and [5], the authors high-

light various tools currently available for parallel computing in
MATLAB. While these tools have been designed to minimize
programming complexity, in our experience, three multiproces-
sor MATLAB technologies stand out in terms of user base, user
support, and active development: pMATLAB+bcMPI, Star-P, and
the PCT with the MDCS. These toolboxes enable users

Parallel MATLAB Script (.m File)

pMATLAB (.m Files)

ON THE OTHER HAND, GPGPUs AND
GRAPHICS PROCESSING UNITS ARE
EMERGING AS AN ALTERNATIVE
ARCHITECTURE FOR MANY

to parallelize algorithms in
MATLAB using an embarrass-
ingly parallel approach or
through the use of distributed
arrays/matrices and (with the

COMPUTATIONALLY INTENSIVE TASKS, exception of Star-P), implicit

INCLUDING SIGNAL PROCESSING.

A\

MPI API (.m Files) MPI API

MATLAB C Binding (.mex Files) | Octave C Binding (.oct Files) | X}‘,’_';%e,jpl

Core Library

MPI Library \ 4

Compatibility

OpenMPI MPICH MVAPICH

[FIG2] Architecture of pMATLAB/bcMPI from MIT Lincoln Laboratories and OSC.
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[FIG3] Architecture of PCT and MDCS from The MathWorks.

message passing between multi-
ple MATLAB processes running
on different processors.

1) pMATLAB+bcMPI: bcMPI is an open-source software library
that is developed by the OSC. bcMPI provides an alternative to
MatlabMPI [16] and is geared towards large shared supercom-
puters. bcMPI interfaces with pMATLAB [17] from MIT Lincoln
Laboratories, which supports distributed arrays. The combina-
tion of pMATLAB and bcMPI is denoted as pMATLAB+bcMPI.

pMATLAB+bcMPI uses a layer of
abstraction beyond traditional MPI calls
and reduces programming complexity
when compared to traditional
MatlabMPI programs. Figure 2 shows
the architecture of bcMPI.

2) PCT: The PCT with the MDCS are
commercial products offered by
The MathWorks.

The PCT provides the ability to run
up to eight MATLAB processes on a sin-
gle system without the use of the
MDCS. It thus provides a convenient
environment to develop and test parallel
MATLAB code locally and then scale up
the same code to much larger scales on
a large computing cluster through the
use of the MDCS as shown in Figure 3.
3) Star-P: Star-P is a client-server par-
allel computing platform for MATLAB
available from Interactive Super-
computing. Star-P supports fine-grained
parallel as well as embarrassingly paral-
lel modes of operation. However, Star-P
does not provide functionality for
explicit message passing between the
processes running in parallel. Any
required interprocessor communica-
tion is performed by the software itself
without any intervention from the
user. Figure 4 shows the architecture
of Star-P.

MULTIPROCESSOR APPROACHES
Parallel computing in MATLAB consists of
splitting up the problem across multiple
processors or multiple compute nodes in
a variety of ways. This section discusses
the different approaches used and illus-
trates each approach with an example.
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EMBARRASSINGLY

PARALLEL APPROACH 4
The embarrassingly parallel approach is
quite common in practice and arises when
a problem can be split into a number of
independent tasks or computations that
can be completed in an order-independent
manner. For example, one may wish to \_

~

4 VHLL Environment

Editing and Visualization —>» Serial Computing

Serial—>» Local Data
\

Program Execution

analyze the effectiveness of an algorithm

T
Parallel
|

on a given data set by varying the parame-

ters of the algorithm over a wide range. In 4
such cases, each parameter set can be
farmed out to a different processor, thus
reducing the total time required to com-
plete the entire analysis. Similarly, multi-
ple, independent data sets stored in
separate files can be analyzed in parallel
by splitting up the work across multiple
processors.

N

Interactive Engine

Computation Engine

STAR-P Connect

Add-On Parallel
Computing
Functions and Hardware
Accelerations

Built-In Parallel
Computing Functions

J

THE parfor () COMMAND
The PCT provides a simple way to paral-
lelize MATLAB for-loops. The parfor ()
[9] command can be used to distribute
the individual loop iterations across processors without any
additional code modifications. This construct is suited for
loops in which the computations are order independent. Let
us consider the following simple algorithm for calculating :
Initialize a counter to zero.
Generate two independent random numbers, x and y that
are uniformly distributed between zero and one.
If the point (x, y) lies inside the unit circle, increment
counter.
Repeat above two steps NV time, where NV is some very large
number .
Calculate 7 using the formula — 7= (4*N)/count.

The above algorithm can be written in MATLAB as shown
in Table 1.

This algorithm is embarrassingly parallel and can be easily
parallelized through the use of the parfor function provided
by the PCT. By simply changing the for to parfor, the algo-
rithm can be run on multiple processors, assuming that some
preconditions are met. For full details on using the parfor
construct, readers are referred to the toolbox documentation
and the work in [18]. In a similar manner, suppose one needs
to run the same image analysis algorithm on a large set of
images, a for-loop can be used to process all the files and
can be parallelized by using the par for command.

USING DISTRIBUTED ARRAYS

A second approach to parallel computing in MATLAB is
through the use of distributed arrays/matrices. The concept
of distributed arrays/matrices is based on the partitioned
global address space (PGAS) programming model in which
multiple processors share a global address space [18] and

[FIG4] Architecture of the Star-P system from Interactive Supercomputing (recently
acquired by Microsoft).

[TABLE 1] CALCULATING 7: SEQUENTIAL AND PARALLEL
IMPLEMENTATION USING PARFOR ().

count 0; count = 0;

for k 1:N parfor k = 1:N
p = rand(1l, 2); p = rand(1l, 2);
if sgrt(sum(p.”2) if sgrt(sum(p.”2)

<1 < 1
count = count+1l; count = count + 1;
end end

end end

pival = 4*count/N; pival = 4*count/N;

each processor can read to/write from any section of the
global address space [19]. The data being processed is thus
distributed across multiple processors, with parts of the data
being local to each processor. This distribution of data also
enables the use of large data structures that may not be prac-
tical on a single processor.

In a similar manner, the different parallel MATLAB tech-
niques discussed here enable the user to create and manipulate
arrays/matrices in MATLAB that are distributed across multiple
processors or on a cluster of computers. For example, the PCT
allows the creation of distributed arrays/matrices by concate-
nating matrices that reside on different processors, by distrib-
uting a large matrix that initially exists on a single processor, or
by using custom constructors provided by the toolbox.
Similarly, Star-P enables the distribution of matrices through
the use of the *p construct. One of the biggest advantages of
this approach to parallel computing is that the data distribution
is handled by the underlying library. The programmer does not
need to know where the data actually resides and can focus on
the actual algorithm.
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Table 2 shows an example of
a parallel two-dimensional
(2-D) convolution using
pMATLAB+bcMPI. The first
step in this approach is to cre-
ate a map that defines the dis-
tribution of the data. In this
example, the map function
defined by pMATLAB is used to
distribute the rows of the ran-
dom matrix data across Np number of processors. Each pro-
cessor then performs a convolution on the part of the data that
resides in its local memory and puts the results back into the
global address space. Figure 5 shows the reduction in the total
compute time for a 2-D convolution kernel on a matrix of size
1,024 X 1,024.

Table 3 shows an example of a 2-D FFT operation on a dis-
tributed matrix using Star-P. The code also illustrates the ease
with which Star-P can be used to create distributed arrays by
using the “*p” construct. An N X N distributed matrix is creat-
ed using the MATLAB function rand and the FFT can be calcu-
lated by simply calling the overloaded ££t2 () function.

Figure 6 shows the run times for a parallel 2-D FFT using
Star-P for varying data sizes. The parallel algorithm was run on
four systems each having a four-core AMD Opteron processor, for
a total of 16 cores. It can be seen that for small problem sizes, the
parallel implementation is actually slower. This is because of the
large amount of interprocessor communication that has to occur

[TABLE 2] PARALLELISM USING DISTRIBUTED ARRAYS:
PARALLEL 2-D CONVOLUTION USING PMATLAB+8cMPI.

dist_map = map([Np 1], {}, [0:Np-1]);
data = rand (4000, dist_map);

lochata = local (data);

locbhata = conv2(locData, H, ’‘same’);
data = put_local (data, locDhata);

6,000 T T T T /- 60
——bcMPI + pMATLAB /
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54000 ,/ 40
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[FIG5] Multiprocessor versus sequential run time for 2-D
convolution: Performance of parallel 2-D convolution on
multiprocessor system using pMATLAB+bcMPI.

RESEARCHERS CAN EXPLOIT MULTICORE
AND MULTIPROCESSOR SYSTEMS
TO SIMULATE SIGNAL PROCESSING
PROBLEMS WITH LARGE MEMORY
AND/OR COMPUTATION
REQUIREMENTS FROM THE FAMILIAR
MATLAB ENVIRONMENT.

when the matrix is transposed.
This also illustrates one of the
pitfalls that users must be aware
of when using distributed matri-
ces. Algorithms must be
designed so as to minimize
redistribution of data that can
lead to a reduction in perfor-
mance due to excessive commu-
nication between processors.

FINE-GRAINED PARALLELISM

The third approach to parallelism involves the use of message
passing similar to the traditional parallel programming para-
digm. Programmers can control algorithm flow, exchange data
between different instances of MATLAB running on different
processors, and distribute the analysis through explicit message
passing between the MATLAB processes. This approach gives the
programmer maximum control over the parallel implementa-
tion of the algorithm, but it can be most time consuming to
develop and test.

The approach to fine-grained parallelism leverages the MPI
programming paradigm. The MPI standard [20] defines the lan-
guage bindings for point-to-point message passing, collective
communication, process creation and management and several
other protocols required for the message passing parallel pro-
gramming model [21]. bcMPI and the PCT offer MPI bindings
for MATLAB. These bindings include the basic MPI functions

[TABLE 3] PARALLELISM USING DISTRIBUTED ARRAYS:
PARALLEL 2-D FFT USING STAR-P.

N = 1024;
x = rand(N, N*p);
X_fft = fft2(x);
104 — 10*
—4+ Serial
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[FIG6] Multiprocessor versus sequential run time for 2-D FFT:
Run-time curves obtained by varying problem size and
parallelized using Star-P.
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that enable point-to-point com-
munication between the
MATLAB processes running
in parallel.

Table 4 shows an example of
point to point communication
between multiple processors.
In this example, all processors with rank greater than zero send
their local data to the rank zero processor using the MPI_ Send
command, which is then received by the rank zero processor
when it calls the MPI_Recv command. It should be noted here
that deadlocks can occur if a processor sends data without a
corresponding MPI_Recv from the intended recipient. This is
one of the major aspects of fine-grained parallelism that pro-
grammers must be careful to address.

MATLAB ON GPGPUs

Another technique for speeding up sequential MATLAB code
involves using the multiple cores of CPUs and/or GPGPUs for
multithreaded computing. The main difference between this
form of parallel MATLAB and multiprocessor MATLAB is that
multicore MATLAB uses threading as the underlying parallel
computing mechanism. Currently, there are two examples of
multicore architectures: conventional multicore CPUs (typical-
ly with two eight-cores) and unconventional multicore proces-
sors such as GPGPUs (with tens or hundreds of cores). For the
purpose of our discussion, we will concentrate on the utiliza-
tion of multiple cores of GPGPUs. This form of parallel MATLAB
is relatively new and the number of options available is limited.

GPUs

Recent trends in hardware development have led to GPUs evolv-
ing into highly parallel, multicore computing platforms.
Current GPGPUs such as the Quadro FX 5600 have 128 cores
and newer hardware such as the Tesla platform from NVIDIA
can contain up to 240 processing cores per graphics card.

CUDA is a parallel programming model and software envi-
ronment developed by NVIDIA that enables programmers to
take advantage of the multicore GPGPU with standard program-
ming languages [6]. CUDA provides extensions to the C pro-
gramming language that enable the programmer to write
fine-grained parallel algorithms that can be executed using mul-
tiple, simultaneous threads on the GPGPU. Recent work [22]—
[24] has shown the performance gains possible through the use
of CUDA to accelerate a variety of algorithms.

The CUDA programming model enables programmers to run
fine-grained parallel code by launching multiple threads on the
GPGPU. The threads are divided into blocks that can be sched-
uled to run independently across the GPGPU compute cores.
The ability to schedule and run multiple threads simultaneously
enables code scalability with the number of cores. Complete
details on the CUDA programming model can be found in [6].

As shown in Figure 7, the serial code running on the CPU
invokes a computational kernel that is to be run on the
GPGPU. Since the CPU and GPGPU memory spaces are

TYPICAL PERFORMANCE LIMITATIONS
FOR SEQUENTIAL MATLAB CAN BE
BROADLY CLASSIFIED INTO TWO AREAS:
CAPACITY AND CAPABILITY.

distinct from each other, data
to be used in the computations
must be transferred to the
GPGPU. This can be the major
penalty incurred in the process
and programmers must avoid
unnecessary data transfer
between the CPU and the GPGPU to avoid the performance
penalty. The computational kernel is executed on the GPGPU
through the use of grids that are comprised of multiple thread
blocks each of which executes on a single multiprocessor.

INTERFACING MATLAB WITH GPGPUs

Several toolboxes for MATLAB have been developed to allow the
offloading of computations to the GPGPU by simply casting
MATLAB data into the toolbox-defined GPGPU data type (7], [8],
[25]. The availability of such toolboxes makes it very easy for
researchers to try out GPGPU computing without having to
write optimized C code that can take hours to develop and
debug. Scientists can focus on the research without worrying
about the intricacies of the C/CUDA programming paradigm.
These toolboxes, however, are currently under development and
may not support every MATLAB function. The most common
functions supported include one-dimensional (1-D) and 2-D
FFT, convolution, and standard mathematical operations.

[TABLE 4] AN EXAMPLE OF FINE-GRAINED PARALLELISM
USING BcMPI.

my_cpu = MPI_Comm_Rank (comm) ;)
if (my_cpu > 0)
tag = my_cpu;
MPI_Send (0, tag, comm, data);
else
globalsum = 0;
for k = l:ncpu-1
tag = k;
data_k = MPI_Recv(k, tag, comm);
globalsum = globalsum + data_k;

end
end
e - I GPU )
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(0,0)|(1,0)|(2,0)
l Block | Block | Block
O 1|1, 1) 2

Computational a 4 2 2
ol :{) Block (1, 1)
Thread|Thread|Thread
0,0) | (0,1) ] (0,2

5 0,1) , 2)
l Thread|Thread Threa)d
Thread|Thread|Thread
CPU 20|21 @272)
Serial Code
Q J \ J

[FIG7] The GPU architecture.

IEEE SIGNAL PROCESSING MAGAZINE [45] MARCH 2010

Siﬁnalprocessing Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page



http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com

SllEanaIProceSSing Previous Page | Contents | Zoomin | Zoom out | Front Cover | Search Issue | Next Page

One approach to offloading computations to the GPGPU is to
use the GPGPU to perform small kernels such as FFT, convolu-
tion, and FIR filtering, which are often the most time consum-
ing operations in an application. With this approach, the
researcher can remain in the familiar MATLAB environment
while running massively parallel algorithms transparently on
the GPGPU.

MATLAB PLUG-IN FOR CUDA

The MATLAB plug-in for CUDA available from NVIDIA's Web site
[26] provides the tools necessary to convert CUDA programs to
MATLAB-callable MEX functions. The use of this plug-in allows
programmers to write custom applications that are optimized
for the given problem. This can be a challenging and time
consuming task due to the fact that the desired code must be
written (often rewritten) in C.

MATLAB TOOLBOXES FOR GPGPU COMPUTING
Currently, three toolboxes are available for the use of CUDA
from MATLAB. The toolboxes are GPGPUmat [8], gpulib [25],
(both available for free), and Jacket [7], which is a commercial
product. Each of these toolboxes offers the ability to offload
computations to the GPGPU by simply casting MATLAB data
types to a toolbox provided GPGPU data type. The simplicity of
using these toolboxes should be considered carefully because
the code can incur heavy penalties due to data transfers between
the main CPU memory and the GPGPU memory.

CONSIDERATIONS FOR GPGPU COMPUTING

The use of GPGPUs for offloading computations brings addi-
tional considerations. The typical operating procedure for
GPGPU computing consists of the transfer of data from the CPU
to GPGPU memory when GPGPU functions are called. This
transfer of data from the CPU to the GPGPU can lead to a per-
formance penalty. When writing CUDA programs, the program-
mer has significant control over the data transfers and the
CUDA application should be carefully designed to minimize
such transfers. In contrast, the premise of the MATLAB toolbox-
es available for GPGPU computing is that users can accelerate
their code simply by casting the data to the GPGPU data-type
and performing calculations as usual. However, this must be
done carefully so as to avoid the penalty incurred during data
transfers. For example, in our third scalable synthetic compact

[TABLE 5] CODE SNIPPETS OF PMATLAB+8cMPI ADDITIONS
FOR GENSARIMAGE().

SERIAL CODE PARALLEL CODE

PFMAP = MAP([1 NCPUS], {},
[0:NCPUS-1])

PF = ZEROS(NX,M,PFMAP);
PFLOCAL = IFFT(PFLOCAL, [],2);
PF = PUT_LOCAL(PF, PFLOCAL);
Z = TRANSPOSE_GRID(PF);
ZLOCAL = IFFT(LOCAL(2), [1,1);
Z = PUT_LOCAL(Z,ZLOCAL);
Z=AGG(2),

SPATIAL = ABS(2);

F = SINGLE(ZEROS(NX,M);

SPATIAL = IFFT(IFFT(F, [1, 2));

application (SSCA #3) described below, the FFT kernel is called
multiple times in the algorithm. Using the GPGPU to offload the
FFT calculations is an obvious path to speeding up the applica-
tion. However, it was observed that using the GPGPU did not
provide the expected speedup. Upon closer examination and pro-
filing of the code it was observed that the FFT kernel was indeed
faster on the GPGPU but the performance penalty incurred in
the data transfers negated the gains.

THE SSCA #3 APPLICATION
The SSCA #3 benchmark [27] from the Defense Advanced
Research Projects Agency High Productivity Computing System
Program [28], performs SAR processing. SAR processing creates
a composite image of the ground from signals generated by a
moving airborne radar platform. It is a computationally intense
process, requiring image processing and extensive file I/0. The
proposed solution to the SSCA #3 application uses a data paral-
lel approach to parallelization. The SSCA #3 application consists
of signal processing kernels such as FFTs, convolutions, and
interpolation. To parallelize the SSCA #3 application, the
MATLAB profiler ran on the serial implementation. The profiler
showed that 67.5% of the time required for computation is
spent in the image formation function of Kernel 1 (K1). Within
formImage, the function genSARimage is responsible for
the computationally intense task of creating the SAR image.
genSARimage consists of two compute-intensive parts, name-
ly, the interpolation loop and the 2-D inverse Fourier transform
(IFT). In addition, multiple 1-D Fourier transforms are comput-
ed. The interpolation loop involves iteratively interpolating sec-
tions of the SAR raw image. The number of iterations is often in
the tens of thousands, and each iteration contains multiple
matrix multiplications and matrix additions. The 1-D and 2-D
FFTs are carried out only once per genSARimage function
call. The problem size (size of input image) can be increased by
modifying the SCALE variable. For a SCALE value of ten, the
time taken by K1 is approximately 200 s. Amdahl’s law [29]
states that the maximum speedup of a parallel application is
inversely proportional to the percentage of time spent in
sequential execution. In our parallelization of SSCA #3, the
function genSARimage, which accounted for 67.5% of overall
execution time, was parallelized. The remaining execution time
(32.5%) remains serial and, therefore, the theoretical speedup
on p cores is 1/(0.325 + (0.675/p)). The maximum speedup pos-
sible is about 3.0.
1) Multiprocessor Implementation: In the multiprocessor
implementation, a matrix F (which is interpolated to give the
output image, see Table 5) is distributed as contiguous blocks
of columns across all processors. The code within the interpo-
lation loop remains functionally equivalent with the parallel
version altered such that each processor performs its calcula-
tions on a smaller, local part of the global F matrix. After the
interpolation loop, the 2-D IFFT is carried out through the
usage of pMATLAB’s transpose_grid operation that changes
the distributed F matrix from a column to row distribution. A
snippet of the required changes are shown in Table 5 (for
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variables of interest). The absolute performance times and

relative speedups for image formation are given in Figure 8.
For this application, nearly 67.5% of the code was parallel-

ized by increasing the number of source lines of code by just
5.5% (approximately 50 additional lines of code).
2) GPGPU Implementation: From the application analysis, it
appears that using GPGPUs for these calculations would
reduce overall computational time for SSCA #3. To investi-
gate this, the GPUmat toolbox was used to port the serial
genSARimage function code to GPGPU enabled MATLAB
code. This porting was a simple process, and required casting
variables and matrices as GPUsingle data types. This casting
moves the data from CPU memory to GPGPU memory.

After enabling the GPGPU code, it was noticed that the over-
all execution time post-GPGPU porting was larger than the
sequential (pre-GPGPU) run time. The MATLAB profiler was
used to investigate this unexpected behavior. It was observed
that as expected, functions such as FFTs, matrix multiplications,
etc. showed a large reduction in computation time when using
the GPGPUs. Results obtained before and after GPGPU porting
for certain functions are listed in Table 6.

However, additional overhead due to communication between
CPU and GPGPU was also observed. This overhead caused an
increase in overall run time for the GPGPU enabled code.
Examples of large overhead components are shown in Table 7.

Due to these additional components (which are not present
in the pre-GPGPU code) extensive modifications would be
required to efficiently use GPGPUs.

THE SQIF APPLICATION

Superconducting quantum interference devices (SQUIDs) and
arrays of SQUIDs or SQIFs have a wide variety of applications
[30]. SQUIDs are the world’s most sensitive detectors of mag-
netic signals (sensitivity femto-Teslas) and are used for the
detection and characterization of signals small enough to be vir-
tually immeasurable by any other known sensor technology.
They have applications in the detection of buried facilities from
space, and the detection of weak signals in noise limited envi-
ronments. The SQIF application is intended to solve large scale
problems for the study and characterization of interference pat-
terns, flux-to-voltage transfer functions, and parameter spread
robustness for large SQIF loop size configurations and SQIF
array fault tolerance. The technical background for the SQIF
application can be found in [30]. The particular application
developed was intended to run the SQIF program in an opti-
mized fashion to either reduce run time and/or increase the size
of the problem being solved. The SQIF application involves itera-
tively solving ordinary differential equations as outlined in [30].
Application of the MATLAB profiler on the SQIF application
using 100 SQUIDs yielded a run time of approximately 20 min. A
detailed analysis showed most (approximately 88%) of the time
spent in the function evaluations for the differential equation.
Optimization was carried out on this function. Further review of
the profiler results showed a linear increase in the time taken by
the code as the number of SQUIDs was increased. Results of the
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[FIG8] Multiprocessor results for SSCA#3 application: Speedup of
SSCAM#3 for a fixed scale (SCALE=6), and parallelized using
PMATLAB+bcMPI.

[TABLE 6] RUN TIMES BEFORE AND AFTER GPGPU
PORTING.

OPERATION PRE-GPU TIME (S) POST-GPU TIME (S)
INTERPOLATION 45.54 18.18

WINDOWING 24.91 11.18

2-D FFT 1.64 0.36

[TABLE 7] GPGPU DATA TRANSFER OVERHEAD. ‘

OPERATION OVERHEAD TIME (S)
DELETING GPU SINGLE 17.7
ASSIGNING GPU SINGLE 13.6
SUBSCRIPTING GPU SINGLE 10.2

multiprocessor approach were obtained using pMATLAB+bcMPI
on the OSC’s AMD Opteron “Glenn” cluster.

The SQIF application was also parallelized using CUDA and
results are discussed in the following sections. Since the GPGPU
computations are performed in single precision while the
MATLAB computations are in double precision, direct compari-
sons between the two is not strictly valid. However, the perfor-
mance numbers of each technology help illustrate the gains
possible. The multicore GPGPU implementation requires a sig-
nificant amount of programming effort for the large gains
observed and this is a tradeoff that must be evaluated before
choosing the technology to be used.

1) Multiprocessor Implementation: At its core, the SQIF appli-

cation involves solving a partial differential equation over a

desired time range. At each time step, flux is calculated for each

SQUID element in a vector based on its adjacent neighbors.

Thus, in a fine-grained parallel implementation, each processor

needs only one data point from its left and right neighbors.

Figure 9 shows the idea behind the fine-grained parallel
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implementation in MATLAB.
As shown in the figure, the
input data of length n is dis-
tributed across P processors
with an overlap of one data
point with each neighbor.
The first and last elements of
the output data are special cases and are calculated separately.

I 5 s e

| Processor 3

Processor 1 |

Processor 2

[FIG9] Parallelism strategy for SQIF application.
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[FIG10] Multiprocessor run time for SQIF application: For varying
NSquids and using bcMPIl+pMATLAB.
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[FIG11] Multicore run time for SQIF application: Run time and
speedup curves for a GPGPU implementation parallelized using
the CUDA MEX interface. Results are for varying NSquids. Also
shown are the run times for a CPU-based parallelization using
four cores.

RECENT TRENDS IN HARDWARE
DEVELOPMENT HAVE LED TO GPUs
EVOLVING INTO HIGHLY PARALLEL,

MULTICORE COMPUTING PLATFORMS.

At the beginning of the evalu-

ation of the differential equa-
tions, input data is distributed
across P processors with the
required overlap. At each step of
the differential equation evalua-
tion, a small amount of data
exchange occurs between processors. For example, as shown
in Figure 9, Processor 2 receives data from Processor 1 and
sends data to Processor 3. In the pMATLAB implementation,
this communication must occur across different compute
nodes of the cluster over the Infiniband network. While the
Infiniband network offers bandwidths up to 10 GB/s, the
communication overhead can add up as the number of pro-
cessors is increased. The key to achieving a good speedup is
to ensure that the computation/communication ratio is
large. The time required for the SQIF application increases
nonlinearly as the number of devices being simulated
increases as shown in Figure 10.
2) Multicore Implementation Using CUDA: As described in
the previous section, the SQIF application can see the most
performance gains from a fine-grained parallel implementa-
tion of the algorithm. In this approach, while each processor
performs most of its calculations independently, it needs to
exchange data with at least one processor. The CUDA imple-
mentation of the SQIF application involved a translation of
the MATLAB code into CUDA-enabled C code. In this imple-
mentation, hundreds of threads are launched on the GPGPU
for performing the calculations. For a simple comparison,
each thread can be considered as a single MATLAB process
used in the pMATLAB implementation. The main difference
here is that each thread only calculates a single data point in
the output. Since the entire algorithm data also resides on
the GPGPU, the overhead necessary to access the memory is
significantly lower than the overhead in communicating
over the network interface in the pMATLAB implementation.
The CUDA implementation in this case was a simple imple-
mentation without any application specific optimizations.
Even with this naive implementation, a speedup of almost
28 was observed when simulating 3,600 devices. Figure 11
shows the run time and speedup achieved through the
CUDA-based parallelization. The same plot also shows the
run time for the CPU-based implementation on a single
four-core AMD Opteron-based system. The GPGPU speedup
observed is relative to the run time for the CPU-based
serial implementation.

CONCLUSION

In this article, we have described how to speed up MATLAB code
for signal processing kernels and applications using multiple
processors and multicores. The examples illustrate when speed-
ups in processing time can be expected, and we provided guide-
lines on how to proceed with the code parallelization. We
provided code snippets to illustrate the additional programming
required and compared the performance when ported to run on
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distributed memory HPC clusters and commodity GPGPUs. The
two applications show that one can take advantage of parallel-
ism attained by using multiple CPU cores as well as the GPGPU.
We also examined the use of currently available toolboxes for
running MATLAB code on the GPGPU without the need for
reprogramming algorithms in CUDA. Researchers now have
access to a variety of interesting computer architectures that
can be leveraged for significant performance gains. No single
approach may be optimal for all types of applications and the
choice of the appropriate approach to parallelization should be
made based on the user requirements.
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A Survey of Medical
Image Registration on
Multicore and the GPU

A look at early, recent,
and state-of-the-art
methods using
high-performance
computing
architectures

n this article, we look at early, recent, and
state-of-the-art methods for registration of
medical images using a range of high-perfor-
mance computing (HPC) architectures including
symmetric multiprocessing (SMP), massively multi-
processing (MMP), and architectures with distributed memory
(DM), and nonuniform memory access (NUMA). The article is
designed to be self-sufficient. We will take the time to define and
describe concepts of interest, albeit briefly, in the context of image
registration and HPC. We provide an overview of the registration
problem and its main components in the section “Registration.”
Our main focus will be HPC-related aspects, and we will high-
light relevant issues as we explore the problem domain. This
approach presents a fresh angle on the subject than previously
investigated by the more general and classic reviews in the liter-
ature [1]-[3]. The sections “Multi-CPU Implementations” and
“Accelerator Implementations” are organized from the perspec-
tive of high-performance and parallel- computing with the reg-
istration problem embodied. This is meant to equip the reader
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with the knowledge to map a registration problem to a given
computing architecture.

IN AN OPERATING ROOM

NOT SO FAR INTO THE FUTURE

A surgeon is performing a potentially life-saving pancreatect-
omy on a patient in early stages of pancreatic cancer. Two
small incisions of no more than half an inch allow laparoscop-
ic tools including a video camera and an ultrasound probe to
be guided inside the abdominal cavity. A third, larger incision,
is occupied by a hand-access device that facilitates the opera-
tion. The surgeon is able to locate the tumor in the ultrasound
view with ease. This is largely possible due to a newly installed
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three-dimensional (3-D) navigation and visualization system
that virtually renders the patient transparent.

The visualization system combines data from preoperative
magnetic resonance (MR) and computed tomography (CT) scans
with intraoperative laparoscopic ultrasound data to produce
real-time high quality and dynamic 3-D images of the patient, in
a process better known as multimodal registration and fusion.
The high quality 3-D images of the tumor and the surrounding
tissue allow the surgeon to resect the malignant cells with little
damage to healthy structures.

Such a minimally invasive approach avoids the trauma of
open surgery, and a faster recovery time means that the
patient will be released from the hospital in just two days.

MULTIPROCESSING IN AN OPERATING ROOM
Image-guided therapy (IGT) systems play an increasingly
important role in clinical treatment and interventions. By pro-
viding more accurate information about a patient during a
procedure, these systems improve the quality and accuracy of
procedures and make less invasive options for treatment avail-
able. They contribute to reduced morbidity rate, intervention
time, post-intervention care, and procedure costs. For practi-
cal reasons, however, imaging systems that can be deployed in
an operating room produce images with lower resolutions and
lower signal to noise ratios than can be achieved by the state-
of-the-art imaging systems preoperatively. Therefore, it is
desirable to be able to use preoperative images of a patient
together with those acquired during a procedure for best
results. In brain surgery, for example, the main challenge is to
remove as much as the malignant tissue as possible without
affecting critical structures and while minimizing damage to
healthy tissue. The surgeon uses high quality CT and MR scans
of the patient to carefully plan a procedure. During a proce-
dure, however, the brain undergoes varying levels of deforma-
tions at different stages of the surgery known as the brain
shift. This brain shift, a result of change in the intracranial
pressure, leakage of cerebrospinal fluid and removal of tissue,
affects the accuracy of earlier planning and needs to be com-
pensated for. The surgeon may take a number of intraoperative
scans to correct the plan based on patient’s current state and
also to detect complications such as bleeding. To support the
surgeon, the IGT system needs to register intraoperative scans
with the patient and with preoperative images.

Modern medical imaging technologies are capable of pro-
ducing high resolution 3-D or four-dimensional (4-D) (3-D +
time) images. This makes medical image processing tasks at
least one dimension more compute-intensive than standard
two-dimensional (2-D) image processing applications. The
higher computational cost of medial image analysis together
with the time constraints imposed by the medical procedure
determine the range of tools that can be practically offered
through an IGT platform. It also often means that an IGT plat-
form has to rely on HPC hardware and highly parallelized
software. There are other practical considerations. For exam-
ple, equipment used in an operating room should be designed

to minimize footprint, power consumption, operating noise,
and cost.

The continued development of multicore and massively
multiprocessing architectures in recent years holds great
promise for interventional setups. In particular, massively
multiprocessing graphics units with general-purpose program-
ming capabilities have emerged as front runners for low-cost
high-performance processing. HPC, in the order of 1 TFLOPS,
is available on commodity single-chip graphics processing
units (GPUs) with power requirements not much greater than
an office computer. Multi-GPU systems with up to eight GPUs
can be built in a single host and can provide a nominal pro-
cessing capacity of eight TFLOPS with less than 1,500 W
power consumption under full load.

Hardware and architectural complexities in designing mul-
ticore systems aside, perhaps as big a challenge is an overhaul
of existing application design methodologies to allow efficient
implementation on a range of massively multicore architec-
tures. As one quickly might find, direct adaptation of existing
serial algorithms is more often than not neither possible due
to hardware constraints nor computationally justified.

REGISTRATION
Registration is a fundamental task frequently encountered in
image processing applications [1]. In medical applications,
images of similar or differing modalities often need to be
aligned as a preprocessing step for many planning, navigation,
data-fusion and visualization tasks. Registration of images has
been extensively researched in the medical imaging domain.
Image based registration may use features that are derived
from the subject’s anatomy or those artificially introduced spe-
cifically for registration purposes. The former class of registra-
tion methods are known as intrinsic and the latter as extrinsic
[2]. Extrinsic methods involve introduction of foreign objects
such as stereotactic frames or fiducial markers and may be
invasive. Once attached to the subject,