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LAST TIME – TODAY

 Last Time:

 Efficient memory access

 Coalescence

 Bank Conflict

 Matrix multiplication

 This Time:

 Transpose
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APPLICATION: MATRIX TRANSPOSE

 Matrix transpose is extremely useful

 It is not immediate how to parallelize
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APPLICATION: MATRIX TRANSPOSE – NAÏVE – CPU 

 N = 8192

 413 ms @ 332,781 GFLOPS

 Not bad already
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APPLICATION: MATRIX TRANSPOSE – NAÏVE – GPU 
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We have a memory access issue



APPLICATION: MATRIX TRANSPOSE - COALESCENCE

 We have a problem..

 Read a row in one direction                      → Coalesced

 Write as a column in the other direction  → Non-Coalesced

 Even if we change the indices we will have non-coalesced accesses
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Trick does not work anymore



APPLICATION: MATRIX TRANSPOSE – TILING

 We can use the shared memory and tiling to avoid this problem!
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https://developer.nvidia.com/blog/efficient-matrix-transpose-cuda-cc/

 Now, the non-coalesced read happens only in the shared memory! Very fast

 We read and write in global memory with coalesced accesses only!

https://developer.nvidia.com/blog/efficient-matrix-transpose-cuda-cc/


EXERCISE: MATRIX TRANSPOSE – TILING

 Use the same template as Matrix Multiplication

 Write the CPU version

 Write the GPU Naïve versions

 Write the shared memory version

 Use stb_image or OpenCV to transpose a picture
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Profile everything!
Hint: There are bank confilcts ;)

Check the efficiency for each version !

https://developer.nvidia.com/blog/efficient-matrix-transpose-cuda-cc/
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